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PREFACE

Ground penetrating radar (GPR) is a rapidly growing field that has seen tremen-
dous progress in the development of theory, technique, technology, and range of
applications over the past 15–20 years. GPR has also become a valuable method
utilized by a variety of scientists, researchers, engineers, consultants, and university
students from many disciplines. The diversity of GPR applications includes a
variety of areas such as the study of groundwater contamination, geotechnical
engineering, sedimentology, glaciology, and archaeology. This breath of usage
has lead to GPR’s rapid development and pre-eminence in geophysical consulting
and geotechnical engineering, as well as inspiring new areas of interdisciplinary
research in academia and industry. The topic of GPR has gone from not even being
mentioned in geophysical texts a little over a decade ago to being the focus of
hundreds of research papers and special issues of journals dedicated to the subject.
The explosion of literature devoted to GPR theory, technology, and applications
has led to this book which provides an overview and up-to-date synthesis of select
areas in this swiftly evolving field. The book also provides sufficient background
and case studies to allow both practitioners and newcomers to the area of GPR to
use the volume as an accessible handbook and primary research reference.
This publication begins with a part that focuses on the fundamental aspects of

GPR including electromagnetic principles of GPR (Annan), electrical and mag-
netic properties of rocks, soils and fluids (Cassidy), systems and design (Koppenjan),
antennas (Daniels), and data processing, modeling and analysis (Cassidy). The next
part covers environmental applications of GPR and includes topics relating to soils,
peatlands and biomonitoring (Doolittle and Butnor), water resources (Slater and
Comas), and contaminant mapping (Redman). The third part looks at applications
relevant to the field of earth science and includes topics on aeolian dune sands
(Bristow), coastal environments (Buynevich et al.), fluvial sedimentology (Bridge),
and glaciers and ice sheets (Arcone). The volume is rounded out with a part on
engineering and societal applications of GPR that cover NDT transportation
(Saarenketo), landmine and UXO detection and classification (Yarovoy), and
Archaeometry (Goodman et al.).
Individual chapters provide a review of the current state of GPR development as

well as contemporary issues which the author(s) feels are most appropriate. The
authors are leaders in their respective fields and are employed in a variety of settings
including industry, consulting, government agencies, and academic institutes. By
the very nature of this approach, chapters will reflect the author’s strengths and will
not be uniform in format. The reader will find some chapters have a theoretical
focus, while others are more mathematical, and yet others take a case study
approach. Each chapter also includes numerous references to direct the interested
individual to further information and a more detailed examination of each topic.
Many of the references are scientific journals and reports, but where authors felt it

xiii



advantageous, various other sources have been cited. Ultimately, this book reflects a
wide range of disciplines and perspectives that show how the field of GPR has a
sound theoretical and practical base from which to grow in the future. In addition,
the publication should bring students up to date on the latest subsurface GPR-
imaging techniques. It will provide guidance to geophysical consultants, research-
ers, and engineers who want to move into new applications and/or expand their
capability for efficient and effective subsurface investigation. It will also allow
individuals from outside the field to gain ample information on select topics relating
to GPR.
The following people are thanked for their technical peer reviews of one or

more chapters in this book: S. Arcone, M. Bano, W. Barnhardt, J. Bridge,
I. Buynevich, N. Cassidy, M. Collins, X. Comas, I. Craddock, D. Daniels,
J. Doolittle, A. Enders, D. Goodman, S.-E. Hamran, S. Koppenjan, I. Lunt,
C. Peterson, D. Redman, M. Sato, T. Savelyev, T. Scullion, R. Versteeg,
B. Welch, R. Young, and A. Yarovoy. In addition, the individuals who reviewed
chapters at the request of the authors are also thanked. The time and expertise of
these individuals has significantly improved the quality of the book, but the
responsibility for the content of each chapter ultimately rests with the authors.
Brian Moorman is thanked for his insight and vision in getting the project off the

ground. Linda Versteeg’s guidance and support greatly aided in getting the book
completed. I thank my family (Carleen, Brianna, and Connor) and University of
Wisconsin-Eau Claire for their support throughout this endeavor. Finally,
I acknowledge, due to various reasons, the volume has been delayed at several
stages and it has taken the patience of many of the authors, as well as the publisher,
to complete this publication – their perseverance is much appreciated.

Harry M. Jol
University of Wisconsin-Eau Claire
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1.1. INTRODUCTION

Ground penetrating radar (GPR) is now a well-accepted geophysical techni-
que. The method uses radio waves to probe “the ground” which means any low
loss dielectric material. In its earliest inception, GPR was primarily applied to
natural geologic materials. Now GPR is equally well applied to a host of other
media such as wood, concrete, and asphalt.

The existence of numerous lossy dielectric material environments combined
with the broad radio frequency spectrum leads to a wide range of GPR applica-
tions. The same methodology can be applied to glaciology and to nondestructive
testing of concrete structures; the spatial scale of applications varies from kilometers
to centimeters.

The most common form of GPR measurements deploys a transmitter and a
receiver in a fixed geometry, which are moved over the surface to detect reflections
from subsurface features. In some applications, transillumination of the volume
under investigation is more useful. Both concepts are depicted in Figure 1.1. An
example of GPR response is shown in Figure 1.2.

Use of radio waves to sound the earth was contemplated for decades before
results were obtained in the 1950s (El Said, 1956; Waite and Schmidt, 1961).
Waite’s demonstration of ice sheet sounding with aircraft radar altimeters leads to
radio echo sounding in many locations around the world. From this start, there was
a gradual transition of the concepts to sounding soils and rocks, which began in the
1960s, and has continued ever since.

From the early days, applications have mushroomed, our knowledge of the basic
physics has grown in leaps and bounds, and the nature of material understanding has
blossomed (Davis and Annan, 1989). A succinct historical summary is given by
Annan (2002). Excellent discussions of the use of GPR for geologic stratigraphy
can be found in Bristow and Jol (2003) and for hydrogeology in Rubin and
Hubbard (2005).

Ground penetrating radar has evolved its own natural set of terminology,
common understandings, and practical application procedures. The objective of

Figure 1.1 Ground penetrating radar (GPR) uses radio waves to probe the subsurface of lossy
dielectric materials. Two modes of measurement are common. In the first, reflected or scattered
energy is detected. In the second, effects on energy transmitted through thematerial are observed.
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this chapter is to provide a succinct overview of the key concepts, physical issues,
and practical experiences that underpin the language, practice, and interpretation of
GPR today.

1.2. GROUND PENETRATING RADAR BASIC PRINCIPLES

1.2.1. Overview

The foundations of GPR lie in electromagnetic (EM) theory. The history of this
field spans more than two centuries and is the subject of numerous texts such as
Jackson (1962) and Smythe (1989). This overview outlines the basic building blocks
needed to work quantitatively with GPR.

Maxwell’s equations mathematically describe the physics of EM fields, while
constitutive relationships quantify material properties. Combining the two provides
the foundations for quantitatively describing GPR signals.

Figure 1.2 Ground penetrating radar (GPR) cross section obtained with a 50-MHz system
traversing over two road tunnels. Ground penetrating radar signal amplitude is displayed as a
function of position (horizontal axis) and travel time (vertical axis).
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1.2.2. Maxwell’s equations

In mathematical terms, EM fields and relationships are expressed as follows:

H� E= � @B

@t
ð1:1Þ

H�H = Jþ@D

@t
ð1:2Þ

H �D= q ð1:3Þ

H � B= 0 ð1:4Þ
where E is the electric field strength vector (V/m); q is the electric charge
density (C/m3); B is the magnetic flux density vector (T); J is the electric current
density vector (A/m2); D is the electric displacement vector (C/m2); t is time (s);
and H is the magnetic field intensity (A/m).

Maxwell succinctly summarized the work of numerous researchers in this
compact form. From these relationships, all classic EMs (induction, radio waves,
resistivity, circuit theory, etc.) can be derived when combined with formalism to
characterize material electrical properties.

1.2.3. Constitutive equations

Constitutive relationships are the means of describing a material’s response to EM
fields. For GPR, the electrical and magnetic properties are of importance. Con-
stitutive equations (Equations (1.5), (1.6) and (1.7)) provide a macroscopic (or
average behavior) description of how electrons, atoms, and molecules respond en
masse to the application of an EM field.

J = ~�E ð1:5Þ
D=~"E ð1:6Þ
B= ~�H ð1:7Þ

Electrical conductivity ~� characterizes free charge movement (creating electric
current) when an electric field is present. Resistance to charge flow leads to energy
dissipation.Dielectric permittivity~" characterizes displacement of charge constrained
in a material structure to the presence of an electric field. Charge displacement results
in energy storage in the material. Magnetic permeability ~� describes how intrinsic
atomic and molecular magnetic moments respond to a magnetic field. For simple
materials, distorting intrinsic magnetic moments store energy in the material.

~�, ~", and ~� are tensor quantities and can also be nonlinear (i.e. ~�= ~�ðEÞ). For
virtually all practical GPR issues, these quantities are treated as field-independent
scalar qualities. (In other words, the response is in the same direction as the exciting
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field and is independent of field strength.) Although these assumptions are seldom
fully valid, to date, investigators working on practical applications have seldom
been able to discern such complexity.

Material properties can also depend on the history of the incident field. Time
history dependence manifests itself when the electrical charges in a structure have a
finite response time, making them appear as fixed for slow rates of field change and
free to move for faster rates of field change. To be fully correct, Equations (1.5),
(1.6) and (1.7) should be expressed in the following form (only Equation (1.5) is
written for brevity):

JðtÞ=
Z1
o

~�ð�Þ � Eðt � �Þd� ð1:8Þ

This more complex form of the constitutive equations must be used when physical
properties are dispersive. For most GPR applications, assuming the scalar constant
form for ", �, � suffices with " and � being the most important.

For GPR, the dielectric permittivity is an important quantity. Most often, the
terms relative permittivity or “dielectric constant” are used and defined as follows:

�=
"

"0
ð1:9Þ

where "0 is the permittivity of vacuum, 8.89� 10�12 F/m.

1.2.4. Material properties

The subject of electrical properties (", �, �) of materials is a wide-ranging topic.
Background can be found in Olhoeft (1981, 1987) and Santamarina et al. (2001).
Discussion here is limited to the common basic issues. In most GPR applications,
variations in " and � are most important while variations in � are seldom of
concern.

Ground penetrating radar is most useful in low-electrical-loss materials. If �= 0,
GPR would see very broad use since signals would penetrate to great depth. In
practice, low-electrical-loss conditions are not prevalent. Clay-rich environments
or areas of saline groundwater can create conditions where GPR signal penetration
is very limited.

Earth materials are invariably composites of many other materials or compo-
nents. Water and ice represent the few cases where a single component is primarily
present. A simple beach sand is a mixture of soil grains, air, water, and ions dissolved
in water. Soil grains will typically occupy 60-80% of the available volume. Under-
standing the physical properties of mixtures is thus a key factor in the interpretation
of a GPR response.

Mixtures of materials seldom exhibit properties directly in proportion to the
volume fraction of the constituent components. In many respects, this complexity
can make quantitative analysis of GPR data impossible without ancillary
information.
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Although the subject of mixtures is complex, the big picture of GPR perspec-
tive is simpler. In the 10-1000MHz frequency range, the presence or absence of
water in the material dominates behavior with the general picture being as follows:

• Bulk minerals and aggregates in mixtures generally are good dielectric insulators.
They typically have a permittivity in the range of 3-8 (depending on mineralogy
and compaction) and are usually insulating with virtually zero conductivity.

• Soils, rocks, and construction materials have empty space between the grains
(pore space) available to be filled with air, water, or other material.

• Water is by far the most polarizable, naturally occurring material (in other words,
it has a high permittivity with �� 80).

• Water in the pore space normally contains ions, and the water electrical
conductivity associated with ion mobility is often the dominant factor in
determining bulk material electrical conductivity. Resulting soil and rock
conductivities are typically in the 1–1000mS/m range.

• Since water is invariably present in the pore space of natural (geologic)
materials, except in such unique situations where vacuum drying or some
other mechanism assures the total absence of water, it has a dominant effect
on electrical properties.

Empirically derived forms such as the Topp relationship (Topp et al., 1980) and
variations of Archie’s law (Archie, 1942) have long demonstrated the relationship
between permittivity, electrical conductivity, and volumetric water content for
soils. More advanced relationships, such as the BHS model (Sen et al., 1981), use
effective media theory models to derive a composite material property from con-
stituents. Referring to the reference materials and other chapters of this text will
provide a more substantive view of this subject.

1.3. WAVE NATURE OF ELECTROMAGNETIC FIELDS

Ground penetrating radar exploits the wave character of EM fields. Maxwell’s
equations (Equations (1.1)–(1.4)) describe a coupled set of electric and magnetic
fields when the fields vary with time. Depending on the relative magnitude of energy
loss (associated with conductivity) to energy storage (associated with permittivity
and permeability), the fields may diffuse or propagate as waves. Ground penetrating
radar is viable when conditions yield a wave-like response.

The wave character becomes evident when Maxwell’s equations are rewritten
to eliminate either the electric or the magnetic field. Using the electric field,
rewriting yields the transverse vector wave equation

H� H� Eþ�� � @E
@t

þ�" � @
2E

@t2
= 0

" " "
A B C

ð1:10Þ
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Ground penetrating radar is effective in low-loss materials where energy dissipation
(term B) is small compared to energy storage (term C).

Solutions to the transverse wave equation (1.10) take the form depicted in
Figure 1.3. The electric and magnetic fields are orthogonal to each other and also to
the spatial direction of the field movement, K̂ .

Such solutions are referred to as planewave solutions toMaxwell’s equations.With
GPR, the electric field is the field normally measured and it has the following form:

E= f ðr � k; tÞ û ð1:11Þ
where r is a vector describing spatial position and fðr � k̂; tÞ satisfies the scalar
equation

@2

@�2
f ð�; tÞ � ��

@

@t
f ð�; tÞ � �"

@2

@t2
f ð�; tÞ � 0 ð1:12Þ

where �= r � k̂ is the distance in the propagation direction.
In low-loss conditions

f ð�; tÞ » f ð� – vtÞe��� ð1:13Þ
where

v=
1ffiffiffiffiffiffi
"�

p ; �=
1

2
�

ffiffiffi
�

"

r
ð1:14Þ

are velocity and attenuation, respectively. The wave nature is indicated by the fact
that the spatial distribution of the fields translates in the � direction between
observation times as depicted in Figure 1.4.

In many formulations, discussions are given in terms of sinusoidal excitation
with angular frequency !. In this form

f ð�; tÞ=A exp � i
�

v
� !t

� �� �� �
e��� ð1:15Þ

where A is the peak signal amplitude.

E

k

B

û

ŵ

k̂

Figure 1.3 The electric field, E, magnetic field, B, and the propagation directions, k, are
orthogonal. û, ŵ and k̂ are orthogonal unit vectors.
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Sinusoidal signals are characterized by both excitation ! and spatial wavelength
l, where l= 2pv/!.

1.3.1. Wave properties

Key wave field properties are velocity, v, attenuation, �, and EM impedance, Z
(Annan, 2003). Wave properties for a simple medium with fixed permittivity,
conductivity, and permeability are most easily expressed if a sinusoidal time varia-
tion is assumed. The variation of v and � versus sinusoidal frequency, f, are shown
in Figure 1.5 (note != 2pf ).

All the wave properties exhibit similar behavior. At low frequencies, wave
properties depend on

ffiffiffi
!

p
, which is indicative of diffusive field behavior. At high

frequencies, the properties become frequency-independent (if ", �, and � are
frequency-independent). The high-frequency behavior is the character of most impor-
tance to GPR.

The transition from diffusion to propagation behavior occurs when the electric
currents change from conduction (free charge)-dominant to displacement (con-
strained charge) current-dominant behavior. For a simple material, the transition
frequency is defined as follows:

ft=
�

2p"
ð1:16Þ

Distance βA
m

pl
itu

de
 

e–αβ

t = t1
t = t2

t = t3

Figure 1.4 In low-loss environments, EMpropagate at a finite velocity and decay in amplitude
with minimal pulse shape change.
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Figure 1.5 Variation in velocity and attenuation in a simple medium with nondispersive
physical properties. c andZ0 are the velocity and impedance of free space (i.e., a vacuum).
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In the high-frequency plateau above ft in Figure 1.4, all frequency components
travel at the same velocity and suffer the same attenuation. An impulsive signal
will travel with its shape intact, which is propagation without dispersion (Annan,
1996). In this case, the velocity, attenuation, and impedance can be expressed as
follows:

v=
1ffiffiffiffiffiffiffiffiffi
" � �p =

cffiffiffi
�

p ð1:17Þ

�=

ffiffiffi
�

"

r
� �
2
=Z0 � �

2 � ffiffiffi
�

p ð1:18Þ

Z=

ffiffiffi
�

"

r
=

Z0ffiffiffi
�

p ð1:19Þ

with the right most expression being valid when magnetic property variations are
assumed negligible, making �=�0, where �0= 1.25� 10�6H/m is the free-space
magnetic permeability. In the above, c is the speed of light (3� 108m/s) and Z0 is
the impedance of free space.

Z0ðWÞ=
ffiffiffiffiffi
�0

"0

r
= 377 ð1:20Þ

The “GPR plateau” normally exhibits a gradual increase in velocity and attenua-
tion with frequency. Two primary factors cause this increase. First, water starts to
absorb energy more and more strongly as frequency increases toward the water
relaxation frequency in the 10-20GHz range (Hasted, 1972). Even at 500MHz,
water losses can start to be seen in otherwise low-loss materials. Second, scattering
losses are extremely frequency-dependent and become important at high frequen-
cies as discussed later.

To put the wave properties in perspective, typical values of v are in the range of
0.07–0.15m/ns (or 0.2–0.5 when normalized to the velocity in air). Typical values
of � are 1 dB/m with high loss of 10–100 dB/m and very low loss setting being
0.01–0.1 dB/m. Typical impedance values are 100–150�.

1.3.2. Ground penetrating radar source near an interface

Only very simple forms of EM fields have been discussed to this point. In practice,
fields are generated by finite-sized transmitters and must be detected by measure-
ment sensors. Further, GPR sources are normally deployed close to the ground.

Figure 1.6 (Annan, 2003) depicts how the wavefront from a finite source
impinges on the ground. The field at any point along the ground interface can
be visualized locally as a planar wave impinging on the boundary at a specific
incidence angle defined by geometry (source height and lateral distance). Locally
the signal is reflected and refracted according to Snell’s law and the Fresnel
coefficients (see Section 1.3.3).
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The formal mathematical analysis has been the subject of much research.
References such as Sommerfeld (1949), Wait (1962), Brekhovskikh (1960),
Annan (1973), and Ward and Hohmann (1987), provide more detailed discussions.

Most GPR is conducted with the source on the ground. The limiting case of
the source right at the interface is depicted in Figure 1.6b. The incident and
reflected waves in the air coalesce into an upgoing spherical wave. In the ground,
the transmitted signal divides into two parts, a spherical wave and a planar wave-
front traveling at the critical angle, which links the direct spherical air wave and the
spherical ground wave. Near the interface, the spherical ground wave extends into
the air as an evanescent field.

The various wave fields are clearly separate in space and time when distances
from the source are large compared to the wavelength or the pulse spatial length.
For short distances from the source, the separation of the events becomes blurred
but the essential concepts are valid. Signal paths between a transmitter and a
receiver on the surface can be treated as rays following the paths depicted in
Figure 1.7.

Critical angle

Air

(a) (b)

Ground

Figure 1.6 Wavefronts spreading out from a localized source. In (a), the source is located above
the ground. The dotted lines indicate the reflected signal. In (b), the source is located on the
air^ground interface.The dashed lines indicate refracted waves.The oscillating lines indicate
evanescent waves.

A

R

C

G

Tx Rx

dθc

Figure 1.7 Signal paths between a transmitter and a receiver on the surface treated as rays
following the paths. A is the direct airwave, G is the direct ground wave, R is the reflected
wave, andC is the critically refracted wave.
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1.3.3. Reflection, refraction, and transmission at interfaces

Ground penetrating radar methods normally depend on detection of reflected
or scattered signal. Planar boundaries provide the simplest model for qualifying
behavior. The Fresnel reflection (and transmission) coefficients ( Jackson, 1962;
Born and Wolf, 1980) quantify how the amplitudes of the EM fields vary across an
interface between two materials, as depicted in Figure 1.8.

The direction of travel also changes (i.e., the wavefront is refracted) in accor-
dance with Snell’s law

sin �1
v1

=
sin �2
v2

ð1:21Þ

When v1> v2, medium 2 has a critical angle beyond which energy cannot
propagate from medium 1 to 2. The critical angle is determined by setting
�1= 90�. The critical angle plays a role in many GPR responses.

Vector-field EM waves separate into two independent components defined by
field orientation with respect to the boundary. Components are referred to as the
TE (transverse electric field) and TM (transverse magnetic field).

The incident, reflected, and transmitted field strengths are related by the
following equation:

IþR � I=T � I ð1:22Þ
R and I are determined by requiring Snell’s law to be satisfied, the electric and
magnetic fields in the plane of the interface to be continuous, and the electric
current and magnetic flux density crossing the interface must be equal on both
sides.

θ1 θ1 θ1

θ2 θ2
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RTEI
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field

Incident
field

Reflected
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Figure 1.8 Electromagnetic (EM) waves are transverse vector wave fields. For any given
propagation direction, two independent fields exist. For planar interfaces, it is tradition to
discuss the two waves, one with the electric field in the interface plane called transverse
electric (TE) and one with the magnetic field vector in the interface plane called transverse
magnetic (TM).
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The result is

RTE =
Y1 � cos �1 � Y2 � cos �2
Y1 � cos �1þY2 � cos �2 ð1:23Þ

RTM =
Z1 � cos �1 � Z2 � cos �2
Z1 � cos �1þZ2 � cos �2 ð1:24Þ

and

TTE= 1þRTE ð1:25Þ
TTM= 1þRTM ð1:26Þ

where Zi and Yi are the impedances and admittances (Yi= 1/Zi) of the ith material.
The critical factor is that an EM impedance contrast must exist for there to be a
response.

When the EM wave is vertically incident on the interface (�1= �2= 0�), there is
no distinction between a TE and a TM wave, and the TE and TM reflection
coefficients become identical (for the field components).

1.3.4. Resolution and zone of influence

Given that GPR detects objects at a distance, how accurately can the object be
located and what degree of information can be extracted about the geometry of the
object? Resolution indicates the limit of certainty in determining the position and
the geometrical attributes of a target (such as the size, shape, and thickness) and is
controlled by the observation process.

Ground penetrating radar resolution consists of two components, namely the
longitudinal (range or depth) resolution length and the lateral (angular or sideways
displacement) resolution length as depicted in Figure 1.9.

Range
resolution

T
R

Lateral or angular
resolution

Δr

ΔI

Figure 1.9 Resolution for ground penetrating radar (GPR) divides into two parts, namely
range resolution and lateral (or angular) resolution.
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Resolution is a fundamental concept common to most wave phenomenon-
based detection methods. Explanation in terms of systems that generate a pulse and
detect the echoes demonstrates the concept most readily. These echoes may arrive
simultaneously, overlap or be separated in time as depicted in Figure 1.10.

When two responses are present, how closely spaced in time can they be and
still be distinguished from one another? If two pulses are coincident in time, the
result is one event with a larger amplitude.

Figure 1.10 depicts the extremes for two pulses. By characterizing a pulse by its
width at half amplitude, W, the widely accepted opinion is that two pulses are
distinguishable if separated by half their “half width”. If they are separated in time
by less than this amount, then they will most likely be interpreted as a single event.

The temporal pulse separation concept translates into spatial resolution (see
Annan, 2005). The radial resolution length is expressed as follows:

Dr � Wv

4
ð1:27Þ

The pulse width and the velocity in the material dictate resolution length. The
radial resolution length is independent of distance from the source in an ideal
world. In practice, at larger distances, pulse dispersion and attenuation will affect
radial resolution.

The lateral resolution length is as follows:

D l �
ffiffiffiffiffiffiffiffiffi
vrW

2

r
ð1:28Þ

where r is the distance to the target.

T
Pulses
clearly

separate

(a)

W

Pulses
overlap

(b)

T

Pulses
coincident

(c)

Figure 1.10 Temporal pulses with half widthW. (a) Pulses are clearly separable whenT>>W.
(b) Two pulses are said to be distinguishable untilT�W. (c)WhenT<<W then two events are
not distinguishable.
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The lateral resolution depends on the velocity, the pulsewidth, aswell as the distance
from the system. The larger the distance, the greater the lateral resolution length.

The lateral resolution is closely related to the Fresnel zone concept, which
expresses the concept in terms of interference of monochromatic (sinusoidal) signals.
With GPR, the pulse width, W, in time is directly related to the bandwidth, B,
which is also directly related to the center frequency, fc. If one uses the relationship

W =
1

B
=

1

fc
ð1:29Þ

and notes that the center frequency wavelength is

lc= fc=v ð1:30Þ
then lateral resolution length can be expressed as

D l=

ffiffiffiffiffiffiffi
dlc
2

r
ð1:31Þ

which is identical to the Fresnel zone radius for monochromatic signals of fre-
quency fc.

Discussion of these concepts from the seismic point of view is given by Berkh-
out (1984), Knapp (1991), and Burhl et al. (1996). An interesting analysis of
broadband Fresnel zones is presented by Pearce and Mittleman (2002).

1.3.5. Scattering attenuation

Ground penetrating radar signals are invariably transmitted through complicated
media. The signals encounter heterogeneous electrical and magnetic properties on
many scales. Smaller-scale heterogeneities generate weak or undetectable responses
but their presence has an impact on the signals as they pass by. The heterogeneities
extract energy as the EM field passes and scatter it in all directions.

Figure 1.11 illustrates how scattering can be viewed from an energy viewpoint.
At any point on a wavefront, the incident signal with power per unit area impinges
on local, small-scale scatters, which are characterized by spatial size, a, and number
per unit volume, N.

The electric or magnetic field will attenuate with a scattering attenuation
coefficient �s (Annan, 2005). In other words, the electric field will decrease with
distance r as

E=E0 e
��sr ð1:32Þ

where

�s =
NA

2
ð1:33Þ

and A is the scattering cross section of scatters.
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Scattering attenuation is very frequency-dependent; examining the response of
small scatters referred to as Rayleigh scattering is informative. The Rayleigh
scattering cross section of a pulse is expressed as follows:

A=Ca6f 4 ð1:34Þ
where C is a constant with units of 1/m4 Hz4, a is the sphere radius, and f is the
frequency.

Scattering attenuation must be added to the ohmic or material loss attenuation
to determine the full attenuation the GPR signal will see as it travels through a
heterogeneous lossy dielectric medium.

�total =�ohmicþ�scattering ð1:35Þ
The effect of volume scattering was recognized very early by the radio
echo sounding community (see Davis, 1973, Watts and England, 1976) as a
limiting factor in temperate ice sounding. Volume scattering is more important in
ice because the ohmic attention is much smaller than in most soil and rock
materials.

1.4. SIGNAL MEASUREMENT

Ground penetrating radar systems are conceptually simple; the objective is to
measure field amplitude versus time after excitation. The heart of a GPR system
(Figure 1.12) is the timing unit, which controls the generation and detection of
signals. Most GPRs operate in the time domain; however, frequency domain
measurements are now being used to synthesize the time domain response. Since
time of flight and seismic-like records are most easily understood and most com-
monly used in GPR, discussion here will be in the time domain, which applies
whether signals are measured directly in time or synthesized.

Incident signal Transmitted signal

Signal scattered by small
heterogenities

Figure 1.11 Ground penetrating radar (GPR) signals are scattered by heterogeneities in
material properties, which reduce the transmitted signals.
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Characterization of a radar system is a complex task because there are many
issues that impact the operation and use of the system. Electronic instrumentation
factors governing GPR characterization are signal generation, signal capture
method, signal processing, performance factor, dynamic range, center frequency
and bandwidth, reliability, and portability. Antennas transform electrical signals to
and from vector EM fields.

1.4.1. Time ranges and bandwidth

Ground penetrating radar systems typically need to record data with timing
accuracies of less than 10 ps over time durations of 10 000 ns. Measurement
bandwidth is application-dependent and relates directly to resolution. Resolution
involves the two related topics of “transmitter blanking” and “target separation” as
illustrated in Figure 1.13.

Transmitter blanking is caused by the inability of a receiver to detect signals
until after the transmitter has finished transmitting. It is both a bandwidth and a
dynamic range issue. The transmitting source usually emits a very large signal, and if
the receiver is in close proximity to the transmitter as is usually the case in GPR,
then the receiver will see the very large direct transmitted signal. If this signal is
sufficiently large, the receiver electronics will be overloaded and will not detect
reflected signals. The time duration of the transmit pulse varies inversely with the
bandwidth.

Resolution length Dr dictates necessary bandwidth to be

B � v

4Dr
ð1:36Þ

In this discussion, bandwidth is defined by the �3-dB spectral level.

Figure 1.12 Blockdiagram depicting main components of a ground penetrating radar (GPR)
system.
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1.4.2. Center frequency

Bandwidth does not define GPR frequency. A frequency band anywhere in
the spectrum will satisfy resolution needs. For GPR to be effective, attenuation
dictates keeping frequency as low as possible above the transition frequency.
The attenuation in natural materials is a combination of electrical losses and
scattering loss, both of which increase with increasing frequency. The lower
the frequency, the greater the likelihood of obtaining signal penetration into
the medium.

Ground penetrating radar signals are characterized by the bandwidth to center
frequency ratio

R=
B

fc
ð1:37Þ

and every effort is made to make R as large as possible. The instrumentation goal is
always to maximize B and minimize fc with the practical limiting value of R being
above unity. Most practical GPRs achieve a monopulse wavelet character (i.e.,
R= 1) and are most appropriately referred to as ultra wideband radars, impulse, or
baseband radars.

Since R� 1, GPRs are normally characterized by their center frequency, fc.
A 100-MHz GPR is interpreted as one with a 100MHz bandwidth centered
at 100MHz with a corresponding temporal width of 10 ns.
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Figure 1.13 (a) Transmitter blanking occurs when the direct signal traveling from the
transmitter to the receiver overlaps in time with the reflected signals. (b) If two targets yield
similar path lengths, the differences in travel time can be small causing reflected pulses to
overlap. To resolve two events, the path length difference must exceed half the pulse width
multiplied by the velocity.
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1.4.3. Ground penetrating radar signal acquisition

The ideal GPR system is shown in Figure 1.14. In this system, the transmitter
electronics deliver an electrical signal to a transmitting antenna, which energizes the
surroundings. The receiving antenna detects the transmitted fields and translates
them into an electrical signal.

In this perfect system, the output signal from the transmitter electronics, p(t), is
fed to the transmitting antenna, and the signal returned from the receiving antenna,
r(t), would be digitized at a rapid rate through high-dynamic-range analog-to-
digital (A/D) converters and recorded, processed, and displayed.

Analog-to-digital converters having sufficiently high sampling rates with suffi-
cient dynamic range have not been available although this is changing. Alternate
signal capture techniques have been used for many years and are still the mainstay of
signal acquisition in GPR systems. These techniques measure the response without
having to directly digitize at the high rate required to capture the radio frequency
signal. Synchronized operation of the transmitter and the receiver is exploited.
Time domain systems use equivalent time sampling, while frequency domain
systems use mixing or heterodyning. More discussions can be found in Annan
(2005) and Koppenjan (this volume).

1.4.4. Characterizing system response

Although GPR data can be captured in different ways, data are normally reduced to
digital amplitude versus time. Numerous factors in the electronics, antenna struc-
ture, and support systems invariably cause measured signals to be distorted from the
ideal. Major issues are how “clean” is the system excitation impulse, how do the
dynamic range limitations of the receiver distort the signal, and what contribution
do antenna and other structure parasitic responses make.

Systems respond as shown in Figure 1.15. The transmit excitation signal has an
onset at 0 time and lasts for a duration of W. In a perfect world, all system signals
would vanish after W.

Tx Electronics
p(t)

r(t)

r(ndT)p(ndT)

Control & record

Sampling
clock
dT

High
speed
A/D

High
speed
A/D

Figure 1.14 Ideal ground penetrating radar (GPR) system with full capability and raw
wideband digital recording.
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Real-system electronics have transient (nonideal) responses, which persist in
time after the ideal signal would normally terminate. In addition, the signals are
launched and detected using antennas. Antennas create finite time delays in the
currents that move around the antenna structure. This finite delay is critical to
efficient launch and detection of signals.

In addition, antennas have to be carried, mounted, and interconnected using cables
and other mechanical structures. These ancillary structures can also carry induced
electric currents, which in turn generate reradiated fields with finite time delays.

Ground penetrating radar systems always exhibit self-generated signals after the
transmit pulse has terminated. This residual system response should decrease quickly
with time after the transmit pulse and ideally be below the ambient noise level. The
residual response is often referred to as system “ring-down.”

Echoes from the ground will return during this “ring-down” period. If the
residual signal from the system is larger than the ground response, then the ground
response will be masked and not visible. The result can be considered to be
extended transmitter blanking.

Ground penetrating radar system ring-down response (no ground present) can
be characterized by a simple model expressed as follows.

A=A3; t<0 ð1:38Þ
A=A1; 0< t<W ð1:39Þ

A=A2 � �ðt �W Þ; W < t< tn ð1:40Þ
A=A3; t > tn ð1:41Þ

where

tn=
A2 � A3

�
þW ð1:42Þ
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Figure 1.15 Idealized ground penetrating radar (GPR) impulse response envelope amplitude
(log) versus time.The key parts of the response are the ambient noise levelA3 (before pulse and
at late time), the peak signalA1, and initial residual system responseA2.
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and A1 is the peak signal during the transmit pulse, A2 is the residual signal
amplitude at time W, A3 is the ambient noise level of the measurement, � is the
residual “ring-down” rate (normally in dB/ns), and W is the pulse width

A wide variety of conditions can occur depending on ground conditions and
system designs. Some of these behaviors are depicted in Figure 1.16a-d. The system
residual response may mask some or all of the ground responses over some time periods.

In some situations, the system residual response can be estimated and subtracted.
Processing called background subtraction is often attempted to improve system
performance. Unfortunately, the residual response is not easily determined and is
not invariant since it is often associated with the antenna system and its support
structure and cabling. The “ring-down” or residual electric currents in the structure
are affected by the local ground conditions, which in turn makes the “ring-down”
character vary with measurement location.

1.4.5. Recording dynamic range

Figure 1.17 shows typical GPR response together with a binary dynamic range
scale typifying the digitization levels of a 16-bit A/D converter. In this particular
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Figure 1.16 (a) Case where system “ring-down” is faster than the ground response fall off but
initial system residual is larger than the ground response. Ground response becomes detectable
after tg. (b) Case where ground response is smaller than system residual response resulting in
no detection of ground response. (c) Case where ground response initially exceeds system
residual response but ground response decays more quickly than system “ring-down” rate,
leaving ground response detectable only between time tg1 and tg2. (d) In some cases, the system
response might be static and subtracted from the combined signal to make ground response
visible at all times.
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example, A1 is chosen to be 50 000mV and A3 to be 10mV. Maximum and
minimum recording of the receiver should bracket A1 and A3.

The choice shown gives the smallest signal resolved as 1.5mV and the maximum
recording value of the A/D is A1= 50 000mV. For this example, the noise level A3

is greater than the least significant bit of the A/D converter.
For rigid-system geometries, where there is no variation in the position of the

components, the value of A1 can be controlled and the design objectives met. For
bistatic antennas with arbitrary antenna geometries and orientations, as well as
possible changes in frequencies of the antennas, the value of A1 can be highly
variable, and it is virtually impossible to guarantee that A1 will always remain within
the dynamic range of the recording system. As a result, it is common to see the peak
signal during the transmit pulse limited (clipped) by the recording system.

This is not a major problem for many GPR applications as the information in
the transmit pulse may not be needed. Loss of signal during this time is common in
time domain radars (transmitter blanking). In the situations where signals from
shallow depths are critical, systematic attention must be given to the system
dynamic range and the antenna geometry to assure signal fidelity.

1.4.6. Antennas

Ground penetrating radar antennas create and detect key EM fields. The transmit
antenna must translate the excitation voltage into a predictable temporal and spatial
distributed field. The receiving antenna must detect the temporal variation of a
vector component of the EM field and translate it into a recordable signal.

The following are desired antenna characteristics.

a. The exact source and detection locations must be definable.
b. The transmitter and receiver responses (transfer functions converting electric

field to/from voltage current) must be time and space invariant.

16 bit A/D dynamic range

Maximum
GPR signal

to be recorded

Noise level

Time

2" = 32768

2" = 256

2" = 1

50,000
μV

10,000

1,000

100

10

1
1.52

Figure 1.17 Relationship of detected ground penetrating radar (GPR) signals to record system
dynamic range illustrated by using16-bit binary sampling.
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c. The vector character of the field linking the source voltage and received voltage
must be quantifiable.

d. The bandwidth of antennas must match the system application needs.

These requirements are difficult to achieve. Efficient field generation and
detection requires finite size of antennas. Current travel time across the antenna
dimension must be comparable to the temporal rate of change of the exciting
voltage or field. In frequency domain terminology, the antenna dimension must be
similar to the wavelength of the signals.

For efficient operation, finite-size antennas must be used. They have the
following characteristics:

a. Field creation and detection occurs over a spatially (and temporally) distributed
region. (In other words, source and detection points are imprecise.)

b. Field transit time (or wavelength) in GPR applications depends on the host
environment and is not invariant. (In other words, antenna response cannot be
perfectly invariant.)

c. A spatially distributed antenna means less-precise vector characterization of the
response since isolation of response to a single vector component becomes
geometrically difficult.

d. Finite-dimension antennas have a preference to emit energy at frequencies that
resonate on the structure. Bandwidth is best maximized by damping an antenna,
which makes it less sensitive to its surroundings and less efficient.

Antennas that have been proven most effective for GPR are short electric
dipoles. Resistively loaded small dipoles yield a fair degree of faithfulness to desired
predictable and invariant behavior while retaining some efficiency.

1.4.7. Antenna directivity

The directional characteristics of a short electric dipole antenna are controlled by
the ground. Although the analysis of this problem is complex, the basic character-
istics can be explained. Background for this can be found in Annan (1973), Annan
et al. (1975), Engheta et al. (1982), and Smith (1984).

A short, center-fed electric dipole is depicted in Figure 1.18. The relative
electric field amplitude at a large distance is donut-shaped as depicted in Figure 1.19.
No energy is radiated from the ends of the antenna, while energy is radiated
uniformly in the plane perpendicular to the dipole axis. Figure 1.20 shows ortho-
gonal cross sections through the donut commonly referred to as the TE and TM
patterns.

When the dipole antenna pattern is placed on the ground surface, the pattern
changes to that shown in Figure 1.21. The change in directivity is caused by the
refractive focusing associated with the air-ground interface. This pattern represents
the far-field radiated component of the fields. Near the antennas the fields are more
complex and require numerical simulation.
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The peaks in the TE (H plane) pattern occur at the critical angle of the air–
ground interface.

�c = sin�1 vg

c

� �
= sin�1 1ffiffiffiffiffiffi

Kg

p
 !

ð1:43Þ

Z

Y

X

Figure 1.18 Geometry and coordinate system for an electric dipole antenna.When placed on
the ground, theX^Yplanewould represent the ground surface.

z

x

y

Figure 1.19 Three-dimensional presentation of pattern of a small electric dipole is donut-like
in a uniformmaterial.There is no radiation off the ends of the dipole.
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Figure 1.20 Orthogonal cross sections through the three-dimensional (3D) dipole pattern
in Figure 1.19 referred to as the transverse electric TE (H plane) or transverse magnetic (TM)
(E plane) directivity patterns.
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Subsurface nulls occur in the TM (E plane) pattern in the critical-angle direction.
Antenna directivity is ground-dependent. As the ground properties change, the

antenna directivity changes. Figure 1.22 shows a sequence of patterns as Kg is
carried from 3.2 to 80.

The effect of antenna elevation off the ground surface is also important. In real-
field situations, surface roughness and the need to transport antennas over the
surface can limit close ground contact. Antenna elevation modifies antenna
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Figure 1.21 When the dipole is on the ground surface, directivity is drastically altered and
depends on ground permittivity. The TE and TM patterns shown here are for ground
permittivity of 3.2.
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Figure 1.22 When the ground permittivity changes, the patterns change. The transverse
electric (TE) pattern is shown for permittivities ranging from ice (low) towater (high).
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directivity as shown in Figure 1.23. More signals are transmitted upward into the air
and antenna efficiency is reduced. Further, ground reflection proximity generates
time-delayed reverberation on the antenna affecting ring-down.

1.4.8. Antenna shielding

Ground penetrating radar antennas are normally placed close to the air–ground
interface; a shield, when present, is a “container,” which encloses the antenna as
depicted in Figure 1.24.

As shown in Figure 1.25, signals can travel from a transmitter to a receiver along
a number of paths. The purpose of shielding is to selectively enhance some signals
and suppress others. Key shield design objectives are

Antenna

Air

Shield

Ground

Figure 1.24 A ground penetrating radar (GPR) antenna shield encloses the antenna to
minimize coupling with signals in the air.These signals may be generated by the GPR system
itself or from an external source.
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Figure 1.23 Antenna elevation also impacts on directivity.The change in transverse electric
(TE) directivity is shown as a function of height normalized against center frequency
wavelength.
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a. maximize the energy on the path AA’ to and from the subsurface target (i.e.,
focus or direct signal downward);

b. minimize the direct transmitter to receiver energy on path B;
c. minimize the energy that escapes into the air as on path CC’; and
d. minimize external EM noise as indicated by signals D.

Given these laudable benefits, what are the drawbacks? Antenna shielding requires
a structure that has an EM response. Energy travels from the transmitting antenna to
both the transmitter shield and the receiving antenna shield and then to the receiving
antenna as indicated in Figure 1.26. Shielding-generated signals can be large and
reverberate for a long period of time, greatly increasing the system ring-down.

Besides the EM response of the shield itself, an effective shield leads to larger
transducer size, greater weight, and increased manufacturing cost penalties.
Antenna shielding can create more problems than it solves; as a result, many
unshielded antenna configurations are employed, particularly at low frequencies
where size and weight are critical considerations.

Air

Cellphone
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D
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Target
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Figure 1.25 A ground penetrating radar (GPR) system emits and detects radio wave signals.
There are many possible signals and paths and the objective is to maximize the target response
andminimize others.

E
F Air

Ground

Figure 1.26 Antenna shields must interact with radio waves to be effective. The shield can
generate additional response, which may be detrimental and interfere with the desired
measurement unless extreme care is taken in the shield design.
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Shielded antennas are most common for higher-frequency GPR systems (typi-
cally above 100MHz) where antennas are smaller. Tight ground coupling mini-
mizes signal leakage into the air and is often a part of the shielding design.

Practical antenna shielding considerations are as follows:

a. Shielding is never perfect no matter what claims are made.
b. Not all applications require shielding. The highest fidelity and maximum depth

of penetration at open sites may be obtained without shielded antennas.
c. Even with the most ideal shield, spurious signal leakage can and does occur. The

most experienced GPR users can be fooled occasionally and misinterpret these
responses.

1.5. SURVEY METHODOLOGY

1.5.1. Sampling criteria

The objective of GPR surveys is to obtain information about the subsurface
structures indirectly by using radio waves. The EM field as a function of space
and time must be sampled and recorded. Survey design must adhere to fundamental
sampling principles.

For a given sinusoidal frequency f, time and spatial sampling intervals, Dt and
Dx, must obey

Dt	 1

2f
ð1:44Þ

Dx	 v

2f
ð1:45Þ

to satisfy Nyquist sampling criteria. For transient GPR signals with a bandwidth to
center frequency ratio of unity, this translates to

Dt	 1

3fc
ð1:46Þ

Dx	 v

3fc
ð1:47Þ

The preceding criteria are ideal and the use of values that are half as large is more
appropriate; thus

Dt	 1

6fc
ð1:48Þ

Dx	 v

6fc
ð1:49Þ

are recommended, and these criteria should be implicit in all survey design.
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1.5.2. Ground penetrating radar surveys

Ground penetrating radar measurements fall into two categories, reflection and
transillumination, as originally depicted in Figure 1.1. Reflection surveys using a
single transmitter and a single receiver are the most common, although multiple
source and receiver configurations are used occasionally for some specialized applica-
tions. Survey design discussion can be found in Annan and Cosway (1992) and Annan
(2005) while frequency selection issues are addressed by Annan and Cosway (1994).

1.5.3. Common-offset reflection survey

Common-offset surveys deploy a single transmitter and receiver with a fixed offset
or spacing between the units at each measurement location. The terminology for
such a survey is single-fold common offset. The transmitting and receiving antennas
have specific polarization character for the field generated and detected.
The antennas are deployed in a fixed geometry (i.e., separation, s, and orientation)
and measurements made at regular station intervals (Dx) as depicted in Figure 1.27.
Data at uniform spacing are normally desired if advanced data processing and
visualization techniques are to be applied.

The objective of reflection surveys is to map subsurface reflectivity versus spatial
position. Variations in reflection amplitude and time delay indicate variations in v,
�, and Z. Ground penetrating radar reflection surveys are traditionally conducted
on “straight” survey lines and systems are designed to operate in this fashion. Area
coverage most often entails data acquisition on a rectilinear grid of lines, which
cover the area, such as that depicted in Figure 1.28.

The parameters defining a common-offset survey are GPR center frequency,
the recording time window, the time sampling interval, the station spacing, the
antenna spacing, the line separation spacing, and the antenna orientation.

Antenna separation

Soil

Bedrock

Anomaly

S

n1

Station interval

Air
Δx

Figure 1.27 Schematic illustration of common-offset, single-fold profiling along a line
showingmajor survey specification parameters.
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The GPR frequency selection is synonymous with defining both GPR pulse
width and bandwidth. Application exploration depths and resolution requirements
determine bandwidth and also dictate temporal and spatial sampling intervals. Most
often, attenuation is an issue; so frequencies are kept as low as possible to maximize
penetration even if resolution is compromised.

1.5.4. Multioffset common midpoint/wide-angle reflection
and refraction velocity sounding design

The common midpoint (CMP) or wide-angle reflection and refraction (WARR)
sounding mode of operation is the EM equivalent to seismic refraction and wide-angle
reflection. Common midpoint soundings are primarily used to obtain an estimate
of the radar signal velocity versus depth in the ground by varying the antenna spacing
and measuring the change in the two-way travel time as illustrated in Figure 1.29.

Multioffset measurements can be performed at every station resulting in a
multifold reflection survey. Two benefits are that CMP stacking can improve
signal-to-noise ratio (Fisher et al., 1992) and that a full velocity cross section can
be derived (Greaves et al., 1996). Multifold GPR surveys are seldom performed
because they are time consuming, more complex to analyze, and most of the cost-
effective benefit is obtained with well-designed, single-fold surveys.

1.5.5. Transillumination surveys

Transillumination GPR measurements (Annan and Davis, 1978) are less common.
Most uses involve GPR measurements in boreholes for engineering and

Line 0 Line 1 Line 2 Line 3 Line 4…

Line
spacing

Figure 1.28 A survey area spanned by a number of survey lines. The ground response is
measured at discrete points along the survey line. Although field practice may be more erratic,
data of this format are key tomost systematic data processing and visualization.

T1 R1 R3R2T2T3

S3
S2
S1

Figure 1.29 Procedure for conducting a common midpoint (CMP) velocity sounding.
Systematically varying antenna separation varies the signal path in the ground while keeping
the point of reflection fixed enabling wave properties to be estimated.
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environmental studies (Olhoeft, 1988, Olsson et al., 1992). Applications to image
pillars and walls are increasing. In both cases, estimates of v and � are derived from
signal travel time and amplitude measurements.

The survey parameters are GPR frequency, station interval, time window,
temporal sampling interval, and borehole spacing or wall/pillar thickness. Antenna
orientation is seldom an issue since boreholes are usually slim, and the traditional
electric dipole axis is aligned with the borehole. Some special borehole systems for
larger diameter holes have been designed to have source and receiver directionality.
For walls and pillars, maximizing vector-field coupling needs consideration.

Transillumination surveys require geometry information as auxiliary data to the
GPRmeasurement to ensure correct interpretation. Deviations in geometry will intro-
duce errors into values of v and � derived from GPR time and amplitude observations.

Zero-offset profiling (ZOP) is a quick and simple survey method to locate
velocity anomalies or attenuation (shadow) zones (Gilson et al., 1996). This
technique is a quick way for defining anomalous zones. The borehole methodology
is depicted in Figure 1.30(a). The transmitter and the receiver are moved from
station-to-station in synchronization. In a uniform environment, the received
signal should be the same at each location.

Multioffset gather (MOG) surveying provides the basis of tomographic imaging.
The objective is to measure a large number of angles passing through the volume
between the boreholes as depicted in Figure 1.30(b). As with ZOP measurements,
borehole geometry plays a critical role in data analysis.

A critical factor in borehole survey design is borehole depth, D, to borehole
separation, S, ratio. Ideally, D/S> 2 is desirable for several reasons. First, keeping
D/S large maximizes the range of view angles through the ground. Second,
refracted wave events can mask direct arrivals (Figure 1.31). The same criteria
apply for walls and pillars.

While maximizing D/S, S should be kept sufficiently large to be in the far-field
of the antenna. In other words

S >
vg

fc
ð1:50Þ

where vg is the ground velocity and fc is the GPR center frequency.

Quick profiling (ZOP)

Tx Rx

(a) (b) Multiple offset gather

Figure 1.30 (a) Illustration of a transillumination zero-offset profiling (ZOP). (b) Illustration
of a transillumination multioffset gather (MOG). Combining MOGs for each transmitter
station provides the data for tomographic imaging.
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1.6. DATA ANALYSIS AND INTERPRETATION

Transforming GPR data into application-specific information can follow two
paths. The first is common to all geophysical methods, namely the GPR response
measured is presented in a section, plan, or volume form to indicate anomalous
target location. The second is to extract quantifiable wave property variables such as
velocity, attenuation, or impedance and then translate the wave properties into
application-specific quantities (also see other chapters in this volume).

Typical processing flow for GPR data is depicted in Figure 1.32. Data proces-
sing focuses on the highlighted areas: data editing, basic processing, advanced
processing, and visualization/interpretation processing. Processing is usually an
iterative activity; data will flow through the processing loop several times. Batch

Direct
Tx

D

S

Reflected

Air refracted

Rx

Figure 1.31 For borehole transillumination surveys, D/S should be kept as large as practical.
Direct signals may be masked by faster refracted airwave arrivals.

Instrumentation

RecordingDisplay/print

Display/print

Visualization
tools

Edit

Basic process

Advanced process

Image process

Figure 1.32 Overview of ground penetrating radar (GPR) data processing flow. Processing
can vary from simple editing to total transformation of GPR information into different forms
such as velocity versus depth.
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processing with limited interactive control may be applied on large datasets after
initial iterative testing on selected data samples has been performed.

Advanced data processing methods require varying degrees of interpreter bias to
be applied and result in data that are significantly different from the raw input
information. Such processes include well-known seismic processing operations
(Yilmaz, 2000) such as spatial and temporal filtering, selective muting, dip filtering,
deconvolution, and velocity semblance analysis as well as more GPR-specific
operations such as background removal, multiple-frequency antenna mixing,
and polarization mixing (Tillard and Dubois, 1992; Roberts and Daniels, 1996).
The succession of GPR Conference Proceedings document GPR evolution (see
reference list) and are highly informative on GPR data processing evolution.

Processing discussion here is limited to key GPR issues, which differ substan-
tially from the plethora of seismic processing documents.

1.6.1. Dewow

A unique aspect of GPR data arises from the close proximity of receiver to
transmitter. The fields near the transmitter contain low-frequency energy associated
with electrostatic and inductive fields, which decay rapidly with distance. This low-
frequency energy often yields a slowly time-varying component to the measured
field data. This energy causes the base level of the received signal to bow up or
down. This effect has become known as baseline “wow” in the GPR lexicon.

The “wow” signal process can be suppressed by applying a high-loss temporal
filter to the detected signal. This process is referred to as “dewow.” In older analog
systems, dewow process was applied in an analog circuit at the time of acquisition.
Modern systems apply digital filtering in real time or in post acquisition.

1.6.2. Time gain

Radar signals are very rapidly attenuated as they propagate into the ground.
Signals from greater depths are very small when compared to signals from
shallower depth. Simultaneous display of these signals requires conditioning before
visual display. Equalizing amplitudes by applying a time-dependent gain function
compensates for the rapid fall off in radar signals from deeper depths. Figure 1.33
indicates the general nature of the amplitude of radar signals versus time. Such
time-varying amplification is referred to time gain and range gain when manip-
ulating GPR data.

Attenuation in the ground can be highly variable. A low-attenuation environ-
ment may permit exploration to depths of tens of meters. In high-attenuation
conditions, depth of penetration can be less than 1m. Display of GPR data versus
time must accommodate the low and high attenuation extremes as depicted in
Figure 1.33. The concept of time-varying gain is depicted in Figure 1.34, which
applies a spherical and exponential compensation gain.

There are various ways of applying time gain to radar data. Gain should be
selected based on an a priori physical model, not user whim, with the objective of
minimizing artifacts created by the process.
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Time gain is a nonlinear operation. Filtering operations before and after time
gain will not be equivalent. The example in Figure 1.34 clearly shows a change in
pulse shape after the time gain process.

1.6.3. Deconvolution

The purpose of deconvolution is normally to maximize bandwidth and reduce
pulse dispersion to ultimately maximize resolution. Examples of deconvolution and
other types of filtering are given by Todoeschuck et al. (1992) and Turner (1992).
Deconvolution of GPR data has seldom yielded a great deal of benefit. Part of the
reason for this is that the normal GPR pulse is the shortest and the most compressed
that can be achieved for the given bandwidth and signal-to-noise conditions.
Instances where deconvolution has proven beneficial occur when extraneous
reverberation or system reverberation is present.
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Figure 1.34 Concept of time-varying gain where signal amplification varies with time to
compensate for attenuation. (a) shows a radar trace with four signals of decreasing amplitude
with time, (b) shows a time gain function while (c) shows the result of multiplying (a) by (b).
All four events are visible in (c).
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Figure 1.33 Layered earth model of equal reflectivity horizons and impulse response with
envelope of reflection amplitude depicted. In reality, GPR for signal attenuation can be very
high, making signal amplitudes small in a short time.
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A closely related topic is inverse Q filtering. The higher GPR frequencies tend
to be more rapidly attenuated resulting in lower resolution with increasing depth.
Inverse Q filtering attempts to compensate for this effect. Irving and Knight (2003)
present an excellent discussion of this topic.

1.6.4. Migration

Migration is spatial deconvolution (Fisher et al., 1992), which attempts to remove
source and receiver directionality from reflection data. The goal is to reconstruct
the geometrically correct radar reflectivity distribution of the subsurface. Migration
requires knowledge of the velocity structure, which often makes it an interactive
process as background velocity is iteratively adjusted to optimize the image.

Figure 1.35 shows howmigration modifies the tunnel images shown in Figure 1.2.
Several types of migration (Kirchoff, Stolt, reverse time, and finite difference) are
possible. Proper GPRmigration attempts to compensate for antenna directivity. Most
seismic discussions of migration are applicable to the GPR, and Yilmaz (2000)
discusses the subject extensively. A unique aspect of GPR is the magnitude of
topography compared to depth of exploration. Migration processing that includes
topography has been described by Lehmann and Green (2000).

1.6.5. Topographic correction

Because of the shallow exploration depth of GPR, compensating for topography is
often important. For minor surface variations, time-shifting data traces can largely
compensate for topographic variations. The reflection-profiling example in
Figure 1.36 shows stratigraphy and a reflection from the water table. The profile
begins in a flat area and climbs up a slope. The data have been time shift compen-
sated for elevation along the profile line, which renders the water table reflection
essentially flat.
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Figure 1.35 Ground penetrating radar (GPR) cross sections obtained with a 50-MHz system
traverse over two road tunnels (shown in Figure1.2) before and after migration.
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1.6.6. Two-dimensional and three-dimensional data visualization

Initially, GPR data were always displayed as reflection cross sections (essentially
vertical slices through the ground along the transect surveyed). As processing and
computer processing power have advanced, more and more data presentation is
in the form of 3D volume (voxel) rendering and time/depth slices (plan maps).
The best results are obtained when migration and some form of signal rectification
or trace Hilbert transform envelope (White, 1991) is applied. Excellent examples
are given by Sigurdsson & Sigurdsson and Overgaard (1996), Grasmueck (1996),
Lehmann and Green (1999), and McMechan et al. (1997). Today, 3D presentations
are common as computer power and visualization tools have advanced rapidly.

1.7. SUMMARY

Over the last four decades, there has been a continuous evolution of the GPR
method. Reliable equipment is commercially available from numerous sources.
The basic physics of the problem are well-understood and quantitative analysis of
data is expanding rapidly.

Although a majority of GPR use remains in the qualitative realm and many
problems can be addressed this way, the future lies in more quantitative use of the
information in GPR data. The ability to translate EM observations into other useful
engineering or scientific observations is critically important to the widespread use of
the technique in a quantitative way. Considerable research is occurring in this area;
the inversion-type work described in van der Kruk (2001) is a good example.

The ability of GPR to image quickly is a powerful aspect of the method. Today,
instruments are beginning to appear with arrays of sensors, which provide for wide-
area coverage quickly. Acquisition of wide-area coverage data lends itself to fast 3D
subsurface imaging.

At this point, the method is on the eve of its next major evolution into these
other realms. Much scientific work is being done and instrument development
occurring, which will open up new vistas for GPR!
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Figure 1.36 Illustration using trace time shifting to compensate for topographic variation.
Note thewater table is essentially flat in the ground penetrating radar (GPR) section.
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2.1. INTRODUCTION

The ability of ground penetrating radar (GPR to provide ‘real-time’, high-
resolution, stratigraphically related, cross-sectional images of the subsurface is the
technique’s unique selling point and even novice users can quickly start to interpret
GPR sections with some degree of confidence. As such, it is unrivalled amongst all
the near-surface geophysical techniques and, arguably, is one of the most popular
non-invasive subsurface characterisation tools for engineers, archaeologists and
geologists. Unfortunately, the ease of both use and data interpretation is also
GPR’s downfall, as many inexperienced practitioners fail to fully appreciate the
true nature of GPR wave propagation and its interaction with the subsurface
materials. Key to this is the understanding that a GPR section is not a picture or
an image of the subsurface per se but is, instead, the time-dependent, recorded
response of the subsurface materials to the propagation of electromagnetic (EM)
energy across a relatively narrow range of radio wave frequencies, typically
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10 MHz–2 GHz. Consequently, it is important that users understand the physical
meaning of a material’s electrical and magnetic properties and how these relate to
GPR signal attenuation and wave propagation velocities. As such, the following
chapter covers topics such as permittivity, conductivity, lossy dielectrics, polarisa-
tion and relaxation mechanisms, etc., all in the context of practical GPR.

As a topic in its own right, the characterisation and analysis of materials at radio
frequencies (or dielectric spectroscopy as it is often referred to) is much older than
GPR, with some of the leading scientists of the past 100 years being involved in
ground-breaking discoveries on the nature of matter and its interaction with EM
energy. Much of our practical understanding, through either quantum or classical
molecular approaches, can be traced back to the middle of the nineteenth century
and the first few decades of the twentieth century, with the pioneering work of
Debye (1929) still being relevant to GPR research today. The development of
airborne radar during the Second World War led to a dramatic increase in radio
frequency (RF), dielectric-related research, as did the development of microwave
ovens in the late 1970s. Nowadays, thanks to our insatiable desire for new and
improved mobile telecommunications and computing devices, the subject is as
popular as ever. A quick review of the text and journal literature will reveal the true
extent and depth of the subject with specialist disciplines in dielectric spectroscopy,
telecommunication electronics, antenna design, material science, theoretical
physics and colloidal science, all with their own terminology and approaches to
describing the same phenomena: the interaction of propagating EM energy with
materials. From a GPR users’ perspective, this vast pool of knowledge and
information can be bewildering, and it is often difficult to extract any practical
understanding of the subject, even from the most basic of texts. This chapter
conveys the topic from a practical perspective without resorting to detailed math-
ematical concepts, derivations, or proofs and is, therefore, less theoretically rigorous
than some readers may like. I provide appropriate background and further reading
for those with a particular theoretical bent and have broken down the subject into
theoretical aspects (the microscopic and molecular/atomic nature of materials and
their behaviour in EM fields) and more practical aspects (the GPR-related
properties of materials, mixtures and methods for their measurement). Simplifica-
tions and assumptions have to be made and as we are primarily interested in GPR
frequencies, the discussion and the scope of the subject are restricted to a relatively
narrow frequency range of approximately 10 MHz–2 GHz. Important aspects, such
as the polarisation and relaxation phenomena of water molecules, include higher-
frequency effects, but, in general, optical (very high frequency) or low–frequency,
EM-related phenomena will not be covered. Readers unfamiliar with the physical
and mathematical concept of complex numbers with real and imaginary compo-
nents may need to undertake a little revision, as these are key to the understanding
of frequency-dependent material behaviour.

In basic terms, our understanding of EM waves, materials and their mutual
interactions can be classified into either electrical phenomena (electric fields,
permittivity and conductivity, etc.) or magnetic phenomena (magnetic fields,
permeability, magnetic susceptibility, etc.). To some extent, this traditional classi-
fication still exists in many fields of EM study, and geophysicists, RF engineers,
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material scientists and physicists all seem to have their own favoured descriptive
approaches and nomenclature, which can be contradictory and confusing to the
uninitiated. In the following discussions, only common GPR-related terminology
will be used (e.g., the symbol epsilon, ", will be used for the complex-valued
permittivity and the relative, real component, "r, used instead of the ‘dielectric
constant’, �), and mathematical formula and symbology will follow geophysical
conventions rather than engineering texts. Ultimately, my brief account does not
do the subject full justice, either theoretically or mathematically. For a more in-
depth account of EM material behaviour, the seminal work of Von Hippel (1954) is
an ideal place to start, along with the texts of Daniel (1967), Hill et al. (1969) and
Hasted (1973). More recent texts of Gladkov (2003), Kremer and Schonhals (2002)
and Von Hippel (1995) are recommended for the specialist reader, and for those
with a very healthy library budget, the excellent, if expensive, two-volume set
Handbook of Low and High Dielectric Constant Materials and Their Applications by
Nalwa (1999) is a must.

2.2. ELECTROMAGNETIC MATERIAL PROPERTIES: BASIC THEORY

The starting point for any discussion on the nature of materials under the
excitation of a propagating RF, EM wave is Maxwell’s EM field equations
[Equations (2.1)–(2.4)] and more importantly the constituent relations [Equations
(2.5)–(2.7)]. These vector equations quantitatively describe the spatially and
temporally varying coupled electric and magnetic fields and their interdependence.
They are valid for the whole of the frequency spectrum and describe the EM
energy storage and dissipation process for all materials. In their classical, time
domain, differential form they are given by Equations (2.1)–(2.7) for heteroge-
neous, isotropic, linear and stationary media (Balanis, 1989):

Faraday’s Law of Induction

H�E=� @B=@t ð2:1Þ
Maxwell’s modified circuit Law

H�H= @D=@t þJ ð2:2Þ
Gauss’ theorem in electrostatics

H �D= 	 ð2:3Þ
Gauss’ theorem in magnetostatics

H � B= 0 ð2:4Þ
where

E – electric field strength vector (in volts per metre – V/m)
H – magnetic field strength vector (in amperes per metre – A/m)
D – electric flux density vector (in coulombs per metre squared – C/m2)
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B – magnetic flux density vector (in Tesla – T)
J – current density vector (in amperes per metre squared – A/m2)
	 – charge density (in coulombs per metre cubed – C/m3)
H – del vector operator
� – vector cross product
• – vector dot product

The associated constitutive relations introduce the relevant material property para-
meters of permittivity, magnetic permeability and conductivity. These are the
following:

D= "E ð2:5Þ
where " – permittivity of the material (in Farads per metre – F/m)

J=�E ð2:6Þ
where � – conductivity of the material (in Siemens per metre – S/m)

B=�H ð2:7Þ
where � – permeability of the material (in Henrys per metre – H/m)
In Equations (2.5)–(2.7), the properties are shown as simple constants. This is for
the ideal case of a uniform, homogeneous material with no losses, anisotropy, or
frequency dependence. In reality, most natural and man-made materials exhibit
some degree of loss, frequency dependence and an element of anisotropy in one, if
not all, of the parameters.

2.3. PERMITTIVITY AND CONDUCTIVITY – THE ELECTRICAL
PARAMETERS OF DIELECTRICS

Subsurface materials are often described as dielectrics, with the parameters
permittivity and conductivity loosely termed as their ‘dielectric properties’.
Strictly speaking, the term ‘dielectric’ describes a class of non-conducting mate-
rials that can accommodate a propagating, alternating EM field and, as such, only
materials containing bound electrical charges alone can be called true dielectrics
(e.g., crystalline solids). If there are any free charges available, then under the
influence of the applied EM field, these will flow through the material (e.g., as
in the pore fluids of saturated sands) producing attenuation and loss of energy. In
reality, all subsurface materials possess some form of free charge, such as
conduction electrons and ions, and these materials are best described as ‘lossy
dielectrics’, which show some degree of EM attenuation. In extreme cases, a
material containing a high degree of free charges is effectively a conductor where
the majority of the EM energy will be lost in the conduction process as heat.
This is the reason why GPR is ineffective in higher-conductivity environments
(e.g., saline conditions and high clay contents).
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2.3.1. Permittivity – "

Put simply, permittivity describes the ability of a material to store and release
EM energy in the form of electric charge and classically relates to the storage ability
of capacitors. Alternatively, it can be described as the ability to restrict the flow
of free charges or the degree of polarisation (in F/m) exhibited by a material under
the influence of an applied electric field. It is usually quoted in terms of a non-
dimensional, relative permittivity term ("r) where

"r = permittivity of the material ð"Þ=permittivity of free space or vacuum ð"0Þ
ð2:8Þ

The permittivity of free space (or permittivity constant) is given as 8.8542� 10�12

F/m and differs negligibly from the permittivity of air. In some older texts, the
relative permittivity of a material is sometimes referred to as the ‘dielectric constant’
and given the symbol �. This practice is less common now, but unfortunately, the
phrase has stuck and many users still refer to the real component of the complex
permittivity as the dielectric constant.

The permittivity of subsurface materials can vary dramatically, especially in the
presence of free and bound water, and is usually a complex, frequency-dependent
quantity with real (storage) and imaginary (loss) components. The permittivity
value of a material is often simplified to its constant, low-frequency (or static) real
component with the loss term ignored. This is convenient for the approximate
calculation of radar wave velocities and wavelengths, but it is too general for a
detailed analysis. Table 2.1 lists the relative permittivity and conductivity of some
common subsurface materials at 100 MHz and their typical range under natural
conditions. They are ‘typical’ values derived from experiment and illustrate the
influence of free and bound water, i.e., wetter higher, drier lower (Table adapted
from Conyers and Goodman, 1997; Reynolds, 1997; Daniels, 2004).

To illustrate how RF EM energy interacts with a material, it is best to take a
simplified version of the classical atomic approach, rather than the quantum one,
and imagine the material to be composed of atoms (with positively charged nucleus
and negatively charged electron cloud) or more simply, as a collection of bound
particles (Figure 2.1). Let us consider the material as being uniform and excited by
an incident pulse of RF EM energy that propagates through the material. In the
absence of the applied EM field, the charges are unpolarised and there is a net zero
charge across the material. As the propagating, incident EM pulse travels through
the material, the charges become physically displaced or polarised in relation to their
original position. Charge concentration occurs at both the local atomic scale (e.g.,
the negative centre of the electron cloud becomes slightly offset from the positive
centre of the nucleus) and at the edges of the material where there are no
neighbouring charges to balance the effect. On the rising edge of the incident
pulse, energy is ‘transferred’ to the particles in the form of charge separation (energy
storage) and released in the trailing edge. A dipole moment is induced in the materials,
and a net dipole moment density is generated across the polarised charges. In simple
materials, the dipole moment density is proportional to the strength of the applied
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electric field, E, with the constant of proportionality being referred to as the
permittivity, ". The leading and trailing edges of the pulse supply energy to the
separating charges in the form of acceleration that, in turn, generates a small displace-
ment current that produces radiating EM energy. This localised energy is slightly out
of phase with the incident pulse, and the net result is to ‘slow down’ the main body of
the propagating wave. As such, the permittivity parameter is directly linked to the
propagation velocity of the EM wave in the material (see later).

If the separating charges are free to move and can physically interact (as in the
dipolar molecules of free water, for example), then the displacement and polarisation
process converts some of the EM energy into heat during the particle interactions. As
such, a component of energy loss is introduced into the polarisation process that acts
out of phase with the energy storage and release mechanism. This phenomenon
occurs in most materials, and therefore, the permittivity is usually described as
a complex quantity, with the real component representing the ‘instantaneous’ energy
storage–release mechanism and the imaginary component representing the
energy dissipation. Both components are typically frequency-dependent, with the

Table 2.1 Typical values of relative permittivity (real component) and static conductivity for
common subsurface materials at an antenna frequency of 100 MHz

Material Static conductivity, �s (mS/m) Relative permittivity,
"ave

Air 0 1
Clay – dry 1–100 2–20
Clay – wet 100–1000 15–40
Concrete – dry 1–10 4–10
Concrete – wet 10–100 10–20
Freshwater 0.1–10 78 (25 �C)–88
Freshwater ice 1–0.000001 3
Seawater 4000 81–88
Seawater ice 10–100 4–8
Permafrost 0.1–10 2–8
Granite – dry 0.001–0.00001 5–8
Granite – fractured
and wet

1–10 5–15

Limestone – dry 0.001–0.0000001 4–8
Limestone – wet 10–100 6–15
Sandstone – dry 0.001–0.0000001 4–7
Sandstone – wet 0.01–0.001 5–15
Shale – saturated 10–100 6–9
Sand – dry 0.0001–1 3–6
Sand – wet 0.1–10 10–30
Sand – coastal, dry 0.01–1 5–10
Soil – sandy, dry 0.1–100 4–6
Soil – sandy, wet 10–100 15–30
Soil – loamy, dry 0.1–1 4–6
Soil – loamy, wet 10–100 10–20
Soil – clayey, dry 0.1–100 4–6
Soil – clayey, wet 100–1000 10–15
Soil – average 5 16
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imaginary component combining with that caused by the conductivity to give a total
loss for the material (see later). The frequency dependence of the polarisation process
is a manifestation of the permittivity relaxation phenomena where the time-dependent
displacement mechanism is acting at different rates to the alternating, applied electric
field. Below the relaxation frequency, the particles are able to ‘react quickly’ to the
applied field and stay in phase with its changes. At, and above, the relaxation
frequency, they cannot keep up with the rapidly changing field and spend most of
their time in motion, therefore, producing significant loss of energy as heat to the
surrounding matrix. This process is best illustrated by the relaxation and polarisation
effects of free water molecules (see later) and is very important for GPR and, of
course, microwave ovens! In general, most materials display a range of permittivity
relaxation mechanisms that are represented, in each case, by an overall decrease in the
value of the real component of the permittivity and a peaking in the imaginary
component as frequency increases. The peak value of this distribution is called the
relaxation frequency. The different individual relaxation mechanisms (e.g., electronic,

No applied
electric field

Induced
dipole moment

Applied electric
field

Applied
electric field

Applied
electric field

Figure 2.1 Conceptual diagram illustrating the process of energy storage/release, charge
polarisation and the development of a dipole moment occurring when an electromagnetic
(EM)wave propagates through amaterial.
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atomic, dipolar and Maxwell–Wagner) combine to give an overall response for the
material. These can be divided into two separate groups:

• Bound charge effects – related to the relaxation response of individual atoms or
molecules and includes electronic, atomic and dipolar polarisation.

• Free charge effects – describes the relaxation phenomena of ‘trapped’ free
ionic charges in water and on grain surfaces and includes the so-called
Maxwell–Wagner polarisation effect.

Figure 2.2 illustrates the permittivity response of an idealised, damp, lossy dielectric
material across the whole EM spectrum and includes the common relaxation
phenomena described above. For GPR, the most important is the dipolar polarisa-
tion of bound and/or free charges (usually water), whilst the others tend to fall
outside the GPR frequency range. However, this is a simplified representation of
idealised material and, typically, material mixtures exhibit a range of overlapping
relaxation mechanisms with varying relaxation frequencies.

2.3.1.1. Electronic and atomic polarisation
For most dry solid materials, these are the only polarisation mechanisms that
occur and give rise to a nearly constant permittivity over the GPR frequency
range. They operate at atomic or sub-atomic scales and relate to the displacement
of electron clouds or individual bonded atoms (Von Hippel, 1954). Although less
significant for GPR applications in temperate regions, electronic and atomic

106
 – 1 MHz

GPR frequency range

Dipolar polarisation

A B

Real component ε′

Atomic
polarisation Electronic

polarisation

Imaginary
component

ε″

Maxwell-Wagner
polarisation

109
 – 1 GHz

Frequency Hz

P
er

m
itt

iv
ity

1012
 1015

Figure 2.2 Permittivity relaxation phenomena associated with an idealised, lossy dielectric
material. Region A represents the polarisations associated with free-charge and material
interactions whilst region B represents molecular and atomic polarisations associated with
bound charges. (Adapted fromDaniels, 1996).
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polarisation effects are important in arid and glacial environments and provide a
practical, high-frequency limit for the value of permittivity (often referred to as
the optical permittivity).

2.3.1.2. Dipolar or orientational polarisation
This relaxation mechanism occurs in materials in which the molecules have
permanent electric dipole moments. These may be covalently bonded gases,
liquids, or ionically bonded crystalline solids with lattice defects. Whatever form
they take, there are various theories used to describe their behaviour. The funda-
mental principles are discussed in detail in Von Hippell (1954) and Hasted (1973),
whilst more generalised, yet application-specific, descriptions can be found in King
and Smith (1981) and Daniels (1996, 2004). Although it is unnecessary to cover the
subject in detail, it is important to understand how the polarisation mechanisms
behave and, more significantly, how the relaxation of dipolar water molecules
affects the complex permittivity response of multi-phase materials such as soils,
sands and porous rocks.

2.3.1.2.1. Simple polar materials – ‘free’ water
Pure water (H2O) is arguably the most important material exhibiting dipolar
relaxation behaviour and is the classical example of a polar liquid. Strictly speaking,
this behaviour relates only to molecules that are free to rotate (i.e., ‘free’ water) and
not to those for which rotation is restricted by the action of other charges (e.g., the
‘bound’ water that adheres electrochemically to grain surfaces). Polar liquids can be
well-modelled as a collection of isolated molecules with individual dipole
moments. In the absence of an electric field, these dipoles randomly change
orientation through the action of thermal agitation by neighbouring molecules,
resulting in an equilibrium state with zero net volume density of polarisation. If an
electric field is applied, each of these moments experiences a torque acting in a
uniform direction that attempts to orientate the dipole moments parallel to the
applied field. Thermal agitation, molecular inertia and the breaking resistance of the
weak, intermolecular hydrogen bonds oppose this orientational torque, resulting in
a time delay before maximum net polarisation is reached. In this higher energy
state, the net volume density of polarisation is directly related to the DC or static
permittivity, "s. If the applied field is removed, then the reverse situation occurs and
the dipole moments relax with random realignments until they reach their original
equilibrium state. The temporal response of this process is described by a relaxation
time 
 and is related to the relaxation frequency by frelax= 1/2p
 .

If the same material is subjected to an alternating electric field whose frequency
is much less than the relaxation frequency (i.e., f << frelax), then the net dipolar
orientations do not lag the field variations. As a result, energy is passed to the
molecules as the field increases and is released as the field value decreases. This
produces the energy storage and release mechanism, which determines the value of
the real component of the complex permittivity. As the process operates, the
molecules undergo charge rotation and transport but the rate of the reaction is
effectively too quick for the displacement current to have any appreciable effect on
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the imaginary component of the permittivity. As the frequency increases into the
relaxation range, the net orientation starts to lag behind the field variations and the
polarisation mechanism is underdeveloped. Consequently, less energy is passed to
the molecule and the value of the real component of the permittivity is reduced.
However, the molecules are now spending an increasing amount of time in
rotational motion and the degree of charge transport is increased, generating a
substantial out-of-phase displacement current. The value of the imaginary compo-
nent of the permittivity increases and the action of molecular collisions produces
energy loss in the form of heat. At the critical or peak relaxation frequency, the
molecules are almost in permanent resonant motion, with the loss and the imagin-
ary component of the permittivity having achieved their maximum values. As the
frequency increases further, the field variations become too fast for the molecular
orientations to respond and the net orientation remains in a ‘non-polarised’ state.
Both the real and imaginary components of the permittivity decrease and stabilise at
their high frequency or ‘optical’ molecular values. This phenomenon was first
described by Debye (1929) for the permittivity relaxation of a simple, dilute
solution of dipolar molecules in a non-polar liquid. The model produces a broad
relaxation in the real component and a peaked distribution in the imaginary
component. The real and imaginary components are easily separated to produce
mathematical expressions for the complex permittivity of water (Von Hippel,
1954), which is as follows:

Permittivity, real component

"0ð!Þ= "1þ "s � "1
1þ!2
2

ð2:9Þ

Permittivity, imaginary component

"00ð!Þ= ð"s � "1Þ !


1þ!2
2
ð2:10Þ

where

"s – static, DC or very low-frequency value of the permittivity
"1 – optical or very high-frequency value of the permittivity

 – permittivity relaxation time
! – angular frequency

For pure, free water at room temperature (approximately 25 �C), the permittivity
response is governed by a relaxation time of 
 = 8.28 ps (8.28� 10�12 s or a critical
frequency of approximately 19 GHz), a static relative permittivity of "s= 81 and a
high-frequency relative permittivity of "1= 5.6 (Kaatze, 2000; Arkhipov, 2002). The
response is shown in Figure 2.3, where it is clear that free water losses will only start to
have a significant affect with the higher frequency surveys (i.e., above 500 MHz).

As thermal effects are component part of the polarisation process, there is a
strong dependence of the permittivity upon temperature. As the temperature
reduces, the permittivity spectrum of water shifts down-frequency with increasing
values (Daniels, 2004). At 0 �C, but before freezing, the static permittivity rises to
"sffi 88 and the critical frequency reduces to about 9 GHz (King and Smith, 1981).
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Consequently, the GPR losses are substantially increased and there can be a
significant effect on GPR signal attenuation, dispersion and propagation velocity
above 100 MHz (Arcone et al., 1998, 2002). Upon freezing, the water molecules
form ionic bonds, which prevent molecular rotation. Other process then cause
relaxation in the kilohertz range and render the GPR losses insignificant (Arcone
and Delaney, 1984; Delaney and Arcone, 1984). This is why GPR works very well
in ice with very deep penetration (Arcone, 2002). Although bodies of ice can take
many different physical forms (i.e., individual crystals, polycrystalline masses,
congelation lake ice, frazil river ice and glacial ice), each still has relaxation
frequencies below 100 kHz and relative permittivity of "= 3.15–3.18. Clearly,
the presence of frozen water in soils and other materials will have a bearing on the
bulk permittivity of the materials as a whole. Fortunately, for most practical near-
surface GPR applications, it can be assumed that the permittivity of frozen soils will
be a constant, frequency-independent and lossless value of approximately "s= 3–5
(King and Smith, 1981).

Similar temperature-dependent permittivity characteristics would normally be
expected in common subsurface materials but this is not always the case. Anomalous
responses have been reported in soils, sands and rocks (e.g., Hoekstra and Delaney,
1974; Campbell, 1990; Pepin et al., 1995; Persson and Berndtsson, 1998; Or and
Wraith, 1999;Wraith and Or, 1999; Chen and Or, 2006; Escorihuela et al., 2007). In
these instances, the thermal characteristics are very much dependent on the water
content and the nature/form of the component materials. In general, however,
permittivity tends to increase with decreasing temperature, and for most practical
GPR applications, the temperature effect can be considered unimportant, particularly
if the surveys are collected over a relatively short period of time (i.e., days).

2.3.1.2.2. Bonded water
The classical, dipolar relaxation response of water is appropriate only for volumes of
‘free’ water (e.g., the main pore water component of a porous material). In soils and
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Figure 2.3 Permittivity spectrum of free, pure water at room temperature illustrating the
single Debye relaxation mechanism at approximately19 GHz.
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rocks, a proportion of the intergranular water bonds to the surface of the mineral
grains generating a microscopic layer of absorbed water with restricted molecular
rotation (Saarenketo, 1998). This is a well-known dielectric phenomenon that
results in a pore fluid component whose critical relaxation frequency, and loss
mechanism, is shifted to a frequency much lower than that of free water. This is due
to the increased inertia of the bonded molecules and produces a permittivity
spectrum that is highly sensitive to low-level water content variations. It has
been observed in soils, clays and rocks (e.g., Hoekstra and Doyle, 1971; Dobson
et al., 1985; Hallikainen et al., 1985; Fam and Dusseault, 1998; Friedman, 1998;
Escorihuela et al., 2007) and is the subject of a lot of current hydrological GPR
research. Unfortunately, the effect is non-trivial and depends on the degree of
saturation, the form and distribution of the mineral phases (i.e., percentage of clay
and rock particles), the amount of compaction, the percentage pore space and the
ionic conductivity. At low saturation levels (typically 2–20% with volume), highly
variable permittivity spectrums can be seen from different types of soil mixtures,
particularly if phyllosilicate clay minerals are present. In general, however, the
following simplifying assumptions can be made for GPR frequencies when dealing
with wet soils with low clay contents:

• The bonded relaxation response is more pronounced at lower frequencies
<200 MHz.

• In ‘clay-deficient’ materials, such as fine silts and sands, the percentage of bonded
water is low (typically 1–5 vol%) and the pore fluid permittivity is equivalent to
that of free water above this upper threshold value. At saturation levels less than
1–2 vol%, the pore fluid consists of bonded water with the effective permittivity
properties of the bulk material.

• For saturation levels between 2 and 20 vol%, the pore fluid permittivity
properties of common wet soils can be highly variable and primarily depends
on the thickness of the water layer. This is governed by the grain size of the host
medium and is most significant in very fine-grained material. Clay particles in the
soil produce greater permittivity variations than rock particles at low saturation
levels due to the increased electrochemical action of the surface charges.

2.3.1.2.3. Complex polar materials
Although the polarisation theory of Debye is a good approximation for pure
and dilute polar liquids, it is often inappropriate for more complex polar materials
(e.g., hydrocarbon contaminants, solvents and molecular mixtures). These have
added orientational restrictions and, in the case of solids, more complex polarisation
arrangements. Improved models by Onsager, Kirkwood and Fröhlich (Von Hippel,
1954) have provided better constraints on the permittivity and illustrate that the
true relaxation response is usually broader than the Debye formulation. Cole and
Cole (1941) recognised this and proposed an empirical formula that often success-
fully describes the permittivity behaviour of natural liquids, solids and heteroge-
neous mixtures. It is regularly used in GPR studies and includes an additional
‘broadening’ factor (�), based on either a distribution of individual relaxation times
or the result of molecular collisions. From Cole and Cole (1941), the complex
permittivity is given as
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"�ð!Þ= "1þ "s � "1
1þð j!
Þ1�� ð2:11Þ

where the complex permittivity "� is related to its real "0 and imaginary "0
components by the following equation:

"�ð!Þ= "0ð!Þþ j"00ð!Þ ð2:12Þ
For most subsurface materials, the Cole–Cole formulation is a good representation
of the observed permittivity behaviour (e.g., Hoekstra and Delaney, 1974; Taherian
et al., 1990; Olhoeft and Capron, 1993; Wensink, 1993; Friel and Or, 1999), with
� varying between 0 and 0.7 (�= 0 is equivalent to the Debye formulation).

2.3.1.3. Free charge and interfacial polarisation
These mechanisms describe the relaxation effects produced in porous, inhomoge-
neous materials and mixtures (e.g., the Maxwell–Wagner effect) that, in general,
relate to the accumulation of free charges at material barriers or the preferential
distribution of charge along material faces (Figure 2.4). In general, the
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Charged particles

Fluid-filled pore space

Fluid-filled pore space

Induced
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Applied electric
field

Accumulation of
charged particles

Figure 2.4 Conceptual diagram illustrating the process of interfacial polarisation in a porous
material saturatedwithweakly conducting fluid.
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relaxation response can be described by a Cole–Cole model (with a high � value)
and accounts for the very high material permittivities observed below 1 MHz.
In practice, interfacial polarisation effects are unimportant for most GPR
frequency ranges but must be considered at the very low-frequency end of the
spectrum, particularly in fine-grained, saturated, porous materials. Further
information can be found in Chen and Or (2006), Chelidze and Gueguen
(1999), Chelidze et al. (1999), Lima and Sharma (1992), Knight and Nur (1987)
and Sen (1981).

2.3.2. Conductivity – �

In simple terms, conductivity describes the ability of a material to pass free
electric charges under the influence of an applied field. In metals, these charges
relate to the free electrons of the metal atoms, whilst in fluids they are repre-
sented by the charges of dissolved anions and cations (e.g., Naþ, Ca2þ, Cl�,
CO3

2�). These charge carriers rapidly accelerate to a terminal velocity generating
internal conduction currents. As they propagate, they randomly collide against
other atoms, ions or electrons, which produces energy loss in the form of heat
(Figure 2.5). At low GPR frequencies, the charge response is effectively instan-
taneous, and the conduction current is in phase with the electric field (Turner
and Siggins, 1994). In this case, the conductivity � can be represented by a real,
static or DC value, �s, in S/m and is usually the quantity quoted in published
texts.

No applied
electric field

Applied electric
field

Applied
electric field

Figure 2.5 Conceptual diagram illustrating the process of conduction in a material
containing free charges such as anions and cations.
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At higher frequencies, the inertial effect of the accelerating charges produces a
lag in the physical response and a conduction current that is out of phase with the
electric field variations. The conductivity must now be described by a complex,
valued quantity where the imaginary component represents the out-of-phase
component of the current. This typically increases with frequency and adds to
the energy storage effect of the permittivity. Often considered small or insignificant
for radar frequencies (e.g., Turner and Siggins, 1994), the imaginary component is
commonly ignored and the conductivity can be simplified to its real component
only. However, natural materials can be very complicated and various free charges
may be present within a small subsurface volume (e.g., electrons, mobile cations/
anions in fluids, lattice and dislocation ions in solids, surface charges and free
polymer charges). Each has different inertial properties (King and Smith, 1981)
and, potentially, dissimilar effects on the imaginary component of the conductivity.
This is particularly true in electrolyte solutions where the ‘heavy’ anions and cations
are slow to respond to the applied field variations. Nevertheless, the degree of
energy storage associated with the imaginary component is likely to be substantially
less than the degree of energy loss represented by the real component (King and
Smith, 1981). Consequently, the effect of conductivity relaxations will be small
and, therefore, the simplifying assumption of a static conductivity value is appro-
priate in many cases.

2.3.3. Permeability � – the magnetic parameters of dielectrics

In most circumstances, the magnetic effect of materials (i.e., diamagnetic, para-
magnetic and superparamagnetic phenomena) has little effect on the propagating
GPR wave (Olhoeft, 1998) and their magnetic permeability (�) is often simplified
to the free-space value of 1.26� 10�6 H/m. However, ferromagnetic minerals can
have a considerable effect on GPR wave velocity and signal attenuation. Iron,
nickel and their sulphides/oxides have substantial ferromagnetic relaxation
phenomena with mechanisms that relate to the development and reorientation of
electron spin magnetic moments and the redistribution of magnetic domain wall
boundaries (Von Hippel, 1954; Olhoeft, 1998). Magnetic relaxation frequencies
primarily depend on both domain/grain size and the physical structure/size of
the magnetic material (e.g., single-domain, nanometre-sized particles or larger,
multi-domain, micro-to-millimetre-sized polycrystalline gains). In most common
subsurface geological materials, the amount of ferromagnetic material is considered
unimportant (typically<2%). However, appreciable amounts of magnetite, maghe-
mite and hematite (the key ferromagnetic minerals in natural materials) can be
found in some igneous rocks, iron-rich sands and soils, generating relaxation and
loss effects comparable to those produced by the permittivity (Olhoeft and Capron,
1993; Cassidy, 2008).

From a practical GPR aspect, magnetic properties are important only if their
effects are a significant proportion of the electrical response. The relative permit-
tivity of most common subsurface materials ranges from approximately "aveffi 3–30,
the lowest value of which would equate to a volume magnetic susceptibility of
0.3mks units (Mulay, 1963) and, therefore, an equivalent magnetite volume of
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some 7%. This is much higher than that naturally found in many rocks, sediments
and soils and rare in man-made materials. Consequently, the assumption
that magnetic effects are unimportant is justified as long as ‘iron-free’ subsurface
materials are present. If this is not the case (such as magnetite-rich igneous rocks,
hematitic sands and made-made smelting wastes), a non-unity value of relative
magnetic permeability must be assumed and the effect of the magnetic components
can be greater than that of the electrical components. As with the permittivity, the
magnetic permeability of these materials is complex and frequency-dependent,
with the real component representing the energy storage/release mechanisms and
the imaginary component representing the loss effect (Cassidy, 2008).

The development of the Mars radar exploration programmes, such as MARSIS
and SHARAD, has led to a renewed interest in the influence of magnetic minerals
on GPR signals because significant quantities of magnetically lossy, iron-oxide
materials are believed to exist on the Martian surface (Bertheliera et al., 2000;
Stillman and Olhoeft, 2004, 2006; Pettinelli et al., 2005). The work has found
applicability in terrestrial applications where similar mineralogical conditions exist
(e.g., Chassagne et al., 2002; Van Dam et al., 2002; Robinson, 2004), with recent
research illustrating that relatively low percentages of magnetite (~10%) can have a
significant effect on the velocity and attenuation (Figure 2.6) of the GPR signals
(e.g., Mattei et al., 2007; Cassidy, 2007a, 2008).

The complex magnetic permeability of magnetically lossy materials varies
significantly with percentage composition, grain size, mineral type and, of course,
porosity. Figure 2.7 gives some idea of what to expect from a natural sample of dry,
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Figure 2.6 Typical material attenuation values, in dB/m, for a range of common near-surface
materials and nano-to-microscale magnetite mixtures across the frequency range of
200^1200 MHz/1.2 GHz). Solid bars illustrate the full attenuation range, whilst the square
markers represent ‘typical’ (materials) or average (magnetite) values. Data compiled, in part,
fromDaniels (1996, 2004) and Cassidy (2008).
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solid igneous rock that contains �20 vol% magnetite as millimetre-sized grains.
The permeability spectrum shows a broad relaxation across the whole frequency
range but with more pronounced effects at lower frequencies (<100 MHz). It is
likely that multiple magnetic domains were present in the relatively large magnetite
grains and that the domain walls mutually interacted under the influence of the
applied EM field. This leads to a degree of latency in the overall relaxation response
of the individual grains, resulting in a broad, bulk permittivity spectrum and a
macroscopic relaxation response that is shifted towards the lower frequencies.
Similar behaviour has been observed in biomedical ferrofluids (Pankhurst et al.,
2003), and in terms of signal velocity and attenuation, the net result is a relative
permeability that has the same degree of influence on the propagating GPR wave as
does the permittivity. When compared to equivalent non-magnetic materials, it is
likely that the user will see GPR wave velocities reduce and signal attenuation
increase with the effect most pronounced in dry crystalline materials.

2.4. MATERIAL PROPERTIES – RELATIONSHIP TO

ELECTROMAGNETIC WAVE CHARACTERISTICS

So far, material properties have been considered in terms of their individual
electrical and magnetic responses at the ‘microscopic’ scale without direct reference
to their combined influence on the velocity and attenuation of GPR waves in ‘real’
materials. Because of their complexity, nearly all subsurface materials can be
considered as mixtures of some form with a complex, frequency-dependent electric
response and, potentially, a corresponding magnetic response. For a harmonic
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plane wave, with ei!t dependence, propagating in an electrically conducting
dielectric medium of uniform magnetic properties, the propagation, attenuation,
phase coefficient, intrinsic impedance and velocity in the direction of propagation
can be derived directly from the EM wave equations. For frequency-independent,
dielectrically lossless (but not conductively lossless) materials, these are given as
follows (Lorrain et al., 1988; Balanis, 1989; Daniels, 1996; Reynolds, 1997):

Complex propagation constant
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where

c – velocity of EM waves in free space (�3� 108 m/s)
! – angular frequency
" – absolute permittivity (real component)
" – relative permittivity (real component)
� – absolute permeability
� – relative permeability
� – conductivity (real component)

For dielectrically lossy materials, with a complex conductivity and permittivity (but
non-complex magnetic permeability), a real effective conductivity and real
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effective permittivity can be used in place of the specific constituent parameters
above (King and Smith, 1981), where

Complex permittivity

"�= "0 � j"00 ð2:18Þ
Complex conductivity

��=�0 � j�00 ð2:19Þ
Real effective permittivity

"e= "0 � �00

!
ð2:20Þ

Real effective conductivity

�e=�0 þ"00! ð2:21Þ
These effective parameters describe the combined EM energy loss and storage
mechanisms of conductivity/permittivity relaxation and represent currents that
are either in phase (�e) or out of phase ( "e) with the electric field during the
polarisation and relaxation processes. These are the parameters that are usually
determined during experimental measurements (Turner and Siggins, 1994; Cassidy,
2007b) and can be inserted in the velocity and attenuation equations above (i.e., use
�e and "e instead of � and " in 2.17 and 2.14) to determine the true velocity and
attenuation characteristics of the lossy materials at any given frequency. In most
cases, the conductivity component is considered independent of frequency, real-
valued and, in general, relates only to the ionic conductivity of internal fluids and/
or the surface charge conductivity of clay minerals. As such, the two components
can be combined to give a complex effective permittivity expression that describes the
total loss and storage effects of the material as a whole (Reynolds, 1997)

"�e = "0 � j "00 þ �s
!"0

� �
ð2:22Þ

where

"0 – permittivity of free space (8.854�10�12 F/m)
�s – bulk static conductivity of the material (S/m).

2.4.1. Loss factor and skin depth

Other useful parameters are the loss tangent or more appropriately the loss factor, P,
and the skin depth, �, which are used to describe the loss component of a material
and are related to the conductivity, permittivity and attenuation coefficient by the
following equation:

1

�
= � and P=

�0 þ!"00

!"0 � �00

� �
ð2:23Þ
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These practically useful parameters help us to assess how ‘lossy’ a lossy dielectric is
and, therefore, can provide a guide to the physical effects of attenuation on the
GPR wave. The skin depth (�) is the distance (m) that a plane wave has to travel
before its amplitude has reduced by factor of 1/e, or approximately 37% (Reynolds,
1997). It is helpful in evaluating the penetration distance of GPR waves and the
likely amplitude of any reflections (neglecting spreading losses). The loss factor can
be used as a limiting expression for the appropriateness of low-loss assumptions and
describes the ratio of EM energy loss factors (�0 þ!"0) to energy storage (!"0 – �0).
For relatively dry, low conductivity materials, this will be much less than 1 and the
loss factor can then be approximated to (Daniels, 1996)

P ffi �0

!"0

� �
ð2:24Þ

This is considered to be the ‘low-loss’ condition and allows the velocity and
wavelength to be approximated to

Velocity; nðm=sÞ= cffiffiffiffiffiffi
"�

p ð2:25Þ

Wavelength; ðmÞ= n
f

ð2:26Þ

where f is the frequency of the propagating wave in the material (in Hertz or cycles
per second).

From this, initial estimates of target depth and resolution can be determined for
a particular survey and provides the first step in GPR section interpretation. What is
important to realise is that, in general, the attenuation of a GPR signal is propor-
tional to, and strongly controlled by, the frequency (Equation 2.14), whilst the
velocity is not so dependent on frequency in relative terms (Equation 2.17).
As such, higher frequencies attenuate significantly more than low frequencies,
and there is a relative loss of the high-frequency signal component as the wave
propagates. This is particularly common in damp/wet subsurface materials. The
frequency dependence of the attenuation also explains why, relatively speaking,
lower-frequency GPR signals penetrate further than higher frequencies.

2.5. THE PROPERTIES OF REAL MATERIALS – PRACTICAL
EVALUATIONS

For most GPR users, the low-loss condition is a useful and convenient
approximation for common materials, and when used in combination with
Table 2.1 (typical relative permittivity and static conductivity values), it provides
an appropriate method for the calculation of GPR wave velocities, wavelengths and
attenuation rates in a material. For a more detailed characterisation of porous,
natural and man-made materials (such as soils and rocks), it is necessary to consider
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the media as a macroscopic assemblage, or mixture, of individual components,
which include the matrix material (grains), pore space (air) and pore fluids (water
and/or other fluids). There has been a wealth of research into the RF dielectric
properties of materials, with several of empirical and theoretical models being
developed and/or refined for all kinds of materials ranging from ice to concrete.
In conjunction with this, our technical ability to measure the frequency-dependent
permittivity, conductivity and permeability of real materials has improved drama-
tically over the past 20 years, and it is not unusual to see complex permittivity
measurements routinely being undertaken on site with portable measurement
equipment such as the Adek PercometerTM (Adek Ltd., 2008). In the laboratory,
both time domain reflectometry (TDR) and vector network analyser methods
are commonplace, and there is a plethora of information available on measurement
techniques and applications (refer to Bryant, 1988; Flemming et al., 1990;
Baker-Jarvis and Grosvenor, 1996; Nalwa, 1999; Kremer and Schonhals, 2002;
Evett and Parkin, 2005 for more detailed accounts on the measurement techni-
ques). Unfortunately, much of the experimental work is valid only for a narrow
range of materials (e.g., fine quartz sandstones or loamy soils), and it is difficult to
say what the ‘typical’ value of complex effective permittivity is for a given material
in the GPR bandwidth. For the strong-willed and generally curious, the following
additional references (along with those already cited) will provide a comprehensive
account of the experimental results, techniques and analysis methods for most
common subsurface materials:

Soils – Arcone et al. (2008), Logsdon (2005), Lebron et al. (2004), Regalado et al.
(2003), Francisca and Rinaldi (2003), Curtis (2001), Shang et al. (1999b),
Starr et al. (1999), Darayan et al. (1998), Klein and Santamarina (1997),
Heimovaara et al. (1996), Heimovaara (1994) and Topp et al. (1980, 1982).

Rocks – Sweeney et al. (2007), West et al. (2003), Robinson and Freidmen
(2003), Kyritsis et al. (2000), Nichol et al. (2003) and Ulaby et al. (1990).

Concrete – Ekblad and Isacsson (2007), Adous et al. (2006); Filali et al. (2006), Wang
et al. (2006), Van Damme et al. (2004), Soutsos et al. (2001), Shang et al.
(1999a), Robert (1998), Rhim and Buyukozturk (1998) and Alqadi et al. (1995).

Although there is no typical complex effective permittivity spectrum that is valid
for all materials, the measured characteristics of a damp, lossy soil across the
frequency range of 10 MHz–1 GHz is a good indicator of what to expect in a
granular porous material that contains a natural moisture content level (Figure 2.8).

The effect of the static conductivity on the imaginary component of the effective
permittivity can be seen in the low-frequency part of the spectrum (<20 MHz)
with relatively high values of "0 that drop to a minimum at about 12 MHz. The
imaginary component will never be zero at this minimum point as there is always
the loss effect of weakly bound water relaxations and interfacial polarisations (i.e.,
the Maxwell–Wagner effect). As the frequency increases (>50 MHz), the dipolar
relaxation response of free water starts to affect its spectrum; the real part of the
effective permittivity drops smoothly with the corresponding imaginary part rising.
However, the permittivity spectrum remains relatively broad as the more extreme
effects of the water-based dipolar loss do not occur at these frequencies. Although
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this is a simplified example, it does illustrate the effect of water on the effective
permittivity spectrum, in the form of either dipolar losses or static conductivity
effects. The effect of water is a constant theme within GPR, and as a basic rule of
thumb; the relative permittivity of material increases with increasing water content
(and therefore its velocity decreases), whilst the attenuation (in dB/m) is proportional
to frequency and conductivity combined.

2.6. CHARACTERISING THE RESPONSE OF REAL MATERIALS

The Cole–Cole model mentioned earlier simulates the effective permittivity
characteristics of water and simple materials well but is less suited to more complex
mixtures such as soils and rocks. Other empirical models include the Cole–
Davidson model (Davidson and Cole, 1951), the Power–Law model (Knight and
Nur, 1987; Taherian et al., 1990) and the equivalent circuit methods (e.g., Rinaldi
and Francisca, 1999; Sternberg and Levitskaya, 2001), which have all been used to
describe natural materials. Olhoeft (1979) developed an interesting empirical model
for dry mixtures that related the permittivity to the bulk density of the materials.
Unfortunately, it is applicable only to truly ‘dry’ materials and is less suited for
practical GPR applications. The Cole–Davidson model is an extension of the
Cole–Cole formulation for conductive pore fluids, whilst the Power–Law model
provides a generic formulation in which the frequency dependence of the permit-
tivity is of the following form:

"�ð!Þ / !n�1; where n<1 ð2:27Þ
This is the basis of the ‘universal dielectric response’ function of Jonscher (1977)
and the ‘constant Q’ behaviours reported by other researchers (e.g., Turner and
Siggins, 1994; Bano, 1996; Hollender and Tillard, 1998; Bano, 2004).
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Figure 2.8 Typical (measured) representative values of the complex, frequency-dependent
effective permittivity of a damp, lossy soil.
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In general, all of these models exhibit permittivity relaxation characteristics
similar to the Cole–Cole formulation and tend to be used to describe experimental
results by iteratively fitting the modelled complex effective permittivity spectrum to
its measured counterpart. As such, they are limited in their practical application as
often a user wishes to determine the effective permittivity spectrum of material
without measurement or, alternatively, extract real material property information
(e.g., water content) from a basic estimate/analysis of the permittivity. To accom-
modate this, a number of ‘mixing models’ have been developed that attempt to
simulate the bulk effective permittivity of a material from a knowledge of its
component parts (i.e., the individual permittivities of each part and their relative
volumetric percentage). Unfortunately, the complexity of material mixtures makes
it impossible to develop a single model that accurately describes the permittivity
response of all materials, although a range of basic and advanced models exist. Most
of the more advanced models relate to granular scale effects and require a knowl-
edge of the matrix material, texture, effective surface area, grain shape, porosity,
density, etc. Relevant examples are the composite sphere models of Friedman
(1998), the self-similar models of Ghosh and Fuchs (1991, 1994), the geometrical
models of Thevanayagam (1995) and the four-component, semi-empirical model
of Dobson et al. (1985). In general, they are too complex for practical GPR
applications, and simpler models are more useful.

2.6.1. Basic mixing models

There are a number of empirical formulations that can be considered as ‘basic’
mixing models, with, arguably, the most popular being the formula of Topp et al.
(1980). This model fits a third-order polynomial function to the observed permit-
tivity response of sandy/loamy soils as determined from TDR experiments. Appro-
priate for frequencies in the 10 MHz–1 GHz range, in general, it agrees reasonably
well with the observed values across a wide range of water contents (�5–50%). For
accurate results, it requires the selection of appropriate polynomial coefficients from
an evaluation of the experimental data. However, a widely accepted, generalised
formula is given by Annan (1999) as

"0 = 3:03þ9:3�vþ146ð�vÞ2 � 76:6ð�vÞ3 ð2:28Þ
where �v is the volumetric water content and the material is assumed to be low-loss
with a ‘dry-state’ permittivity of "sffi 3–4. This is not the only empirical, poly-
nomial model and is often considered inappropriate for clays and organic-rich soils
(Friedman, 1998). Other models include those of Curtis (2001), Sabburg et al.
(1997), Dasberg and Hopmans (1992), Roth et al. (1990) and Hallikainen et al.
(1985), plus a complementary model for the conductivity based on Archie’s law
(Annan, 1999). Their use as true mixing models is limited, primarily because they
do not account for the imaginary component of the permittivity or the true
relaxation response. However, they are extremely useful for determining natural
water contents (Weiler et al., 1998) and can be used with other mixing models to
provide a more realistic evaluation of the true permittivity.
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2.6.2. Volumetric and inclusion-based mixing models

These are of more use, practically, and determine the effective permittivity of a
mixture from a knowledge of its component parts. In general, they assume that the
material is a multi-phase mixture of geometrically simple shapes or inclusions in a
matrix (e.g., solid spheres in a fluid) or a composite of uniform layers. There are a
range of applicable formulations – complex refractive index model (CRIM),
Maxwell–Garnet theory (MGT), effective medium theory (EMT), Looyenga
model, Hanai–Bruggeman and Bruggeman–Hanai–Sen (BHS) models, etc., all
with slightly different approaches to determining the macroscopic permittivity.
Detailed applications and comparisons can be found in Fiori et al. (2005), Johnson
and Poeter (2005), Mironov et al. (2004), Carcione et al. (2003), Cosenza et al.
(2003), Hu and Liu (2000), Tsui and Matthews (1997), Sihvola (1989, 2000),
Sihvola and Alanen (1991) and Sen et al. (1981). These authors demonstrated
that for relatively simple porous materials (sands, rocks, low-clay content soils,
etc), the models correlate well with the experimental data. Of these, the CRIM,
plus its derivatives, and the BHS model (BHS) have become the most popular for
GPR-based hydrological/contaminant applications because they are simple to
apply, robust and accurate over the GPR frequency range (e.g., Endres and Knight,
1992; Darayan et al., 1998; Persson and Berndtsson, 2002; Ajo-Franklin et al.,
2004; Loeffler and Bano, 2004; Cassidy, 2007b).

The complex refractive index model is strictly a one-dimensional, layered
medium model and has been shown to be effective for medium-to-coarse grained,
multi-phase mixtures involving simple granular materials (e.g., semi-spherical sand
grains) and moderate-to-low viscosity fluids. It has the advantage of being a
volumetric model that requires only knowledge of a material’s permittivities and
their fractional volume percentages and can be used on both the real and imaginary
components of the complex permittivity (Tsui and Matthews, 1997). In its general
form, the CRIM formula is written as follows:

"emix =
XN
i= 1

fi
ffiffiffiffi
"i

p
 !2

ð2:29Þ

where

"emix – complex bulk effective permittivity of the mixture
fi – volume fraction of the ith component
"i – complex permittivity of the ith component.

Any number of phases can be included but, in most cases, a three-phase model is
appropriate with "w, "g, and "m representing the measured complex effective per-
mittivities of water, gas (air) and matrix, respectively. As such, the CRIM formula
becomes

"emix= ð�Sw ffiffiffiffiffi
"w

p Þþ
�
ð1� �Þ ffiffiffiffiffiffi

"m
p �

þ
�
�ð1� SwÞ ffiffiffiffi

"g
p �h i2

ð2:30Þ
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where

� – porosity
Sw – water saturation (i.e., percentage of pore space filled with fluid)
"emix – effective permittivity of the mixture
"w, "g, "m – permittivities of the water, gas and matrix phases, respectively.

The practical use of CRIM is illustrated in Figure 2.9 in which the modelled
complex effective permittivity spectrum of a damp sandy soil with 20% water
content and <2% clay content is compared to its measured values. The porosity
and the moisture contents of the soil were determined using standard laboratory
methods (Avery and Bascomb, 1982), a CRIM-based model developed from the
typical permittivity value of a dry sandy soil (matrix component, "m= 4) and a
Cole–Davison relaxation characterisation of water that included a static conductiv-
ity of 10mS/m. In general, the mixing model performs well over the GPR
frequency range (10 MHz–1 GHz), with an excellent fit to the real component
of the permittivity and a less accurate but “within-error” fit to the imaginary
component. The effects of low-frequency losses due to bonded water or interfacial
polarisations are not included in the Cole–Davidson model and it is likely that this
affected the accuracy results near the bottom end of the frequency range. In
addition, the minor clay fraction is likely to have had an effect on the static
conductivity value with a slight, but non-trivial, increase in the conductivity at
the lowest frequencies. As such, the CRIM mixing model is slightly underestimat-
ing the loss component below �100 MHz, but for most practical applications,
it provides a good analogy to the response of real materials.

The BHS model (sometimes referred to as the Hanai–Bruggeman–Sen model) is
similar to CRIM in that it is a volumetric-based mixing model that incorporates the
material’s complex permittivities and porosity but includes a factor for the shape of
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Figure 2.9 Comparison between themeasured and complex refractive indexmodel (CRIM)-
modelled complex, frequency-dependent effective permittivity of a damp, lossy, sandy soil
containing approximately 20%water content and<2% clay content.
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the pores/grains (Hanai, 1968; Sen et al., 1981). In its general implicit form, the
two-phase BHS model is given as follows (Sen et al., 1981):

�=
"emix � "m
"w � "m

� �
"w
"emix

� �c
ð2:31Þ

where

� – porosity
"emix – complex effective permittivity of the mixture
"w, "m – the complex permittivities of water and matrix phases, respectively.

In this formulation, c, is a factor related to the geometrical shape of the grains
and ranges from c= 1/3 for spherical grain/inclusions, c= 0 for needles and c= 1 for
plates (Sen et al., 1981). The formulation is based on a self-similar model of ‘spheres
within spheres’, and therefore, the user can build multi-phase mixing models from
combinations of two-phase mixtures (e.g., the bulk pore air/water permittivity can
be made up from a two-phase model of air, water and the saturation index). Using
this multi-phase approach, Loeffler and Bano (2004) compared the relative perfor-
mance of the BHS, Topp and CRIM mixture models to the evaluated moisture
contents of saturated and unsaturated sands in a controlled “sand-box” experiment.
In-situ permittivities were determined from GPR wave velocities and water con-
tents derived from the volume of water injected. All three formulations compared
reasonably well against the measured values with the CRIM model producing the
best results.

From a practical aspect, the choice of mixing model is dependent on individual
circumstances (i.e., what is known about the subsurface materials in the first place),
but in general, it is fair to expect that any of these three approaches (Topp, BHS or
CRIM) will provide reasonably accurate estimates of effective bulk permittivity for
most common subsurface materials.

2.7. SUMMARY

In this chapter, the physical meaning of material properties (permittivity,
conductivity and permeability) has been discussed from both a theoretical and a
practical standpoint. As stated in the introduction, key to our understanding of
GPR is the fact that the image we see on the screen is not a cross-section of the
subsurface but is, instead, the time-dependent response of the subsurface materials
to the propagation of EM energy, as recorded at the receiving antenna. In the
relatively narrow range of radio wave frequencies associated with GPR, typically
10MHz–2 GHz, it is the macroscopic effect of the subsurface materials that is
pertinent to our final interpretations, and therefore, it is important that users fully
understand how these relate to GPR signal attenuation and wave propagation
velocities.
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The physical nature of materials has been discussed in detail (particularly water,
as it has the strongest influence on our GPR signals), and the reader should now be
in a position to assess the effect of moisture content and material type on the
propagation velocity and attenuation of GPR signals to a high degree of confi-
dence. Similarly, the reader should have at least a basic understanding of how to
extract meaningful material property information from their GPR data. Ultimately,
what has been presented here is only a brief review of a subject that has been at the
forefront of science research for over a century. Hopefully the cited texts and
papers, both historical and recent, should provide the dedicated and curious reader
with the knowledge to expand into specialist subject areas that are not only
fascinating but have applicability way beyond the field of GPR.
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3.1. INTRODUCTION AND BACKGROUND

There are several main components of a ground penetrating radar (GPR):
the radar electronics, antenna, data digitizer, computer, and display module
(Figure 1.12). This chapter will primarily focus on the radar section of the
GPR system and its design. Computer technology has advanced to the point
where the computer, display, and data transfer do not limit the functionality
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or operation of the GPR system. The antenna is a very important element of
a GPR and for its ultimate performance and thus requires a full dedicated chapter —
Chapter 4. High-speed data sampling or analog-to-digital conversion (ADC) is one
area that has advanced greatly over the past 20 years. The technological aspect of
ADC and its role in GPR operation will be mentioned (also see Section 1.4). The
theory of operation of the radar technique is discussed, and a basic analysis of its
application toward GPR is presented from the source level to a signal-processing
level. The fundamental signal processing of the radar return is introduced and more
details can be found in Chapter 5. Specific design criteria are interpreted into
specifications for the GPR. These include the system bandwidth and the system
dynamic range, the two parameters that essentially characterize a radar.

There are several types of GPR; the difference is the manner in which the data
are acquired, either the time domain or the frequency domain. Impulse radar operates
in the time domain while continuous-wave (CW) radar operates in the frequency
domain. Theoretically, impulse and CW radar with identical specifications and
parameters will perform identically (Skolnik, 1980). These radar systems, and the
basic designs of these two types, are presented along with the advantages and
disadvantages (Poirier, 1993). Recent progress in GPR design will be listed with
references.

The topics covered in this chapter are the following:

• Methodology – description of the types of GPR
• RF specifications and definitions
• General design criteria for GPR
• Theory of operation of impulse and CW radar
• GPR system design parameters
• Implementation of GPR systems

3.2. METHODOLOGY – TYPES OF GROUND PENETRATING RADAR

There are two common categories of GPR: impulse and CW. Most GPR
systems are based on the impulse radar technique and are prevalent in the
commercial market. Continuous-wave and stepped-frequency radars have been
developed over the past decade (Noon et al., 1994), though most have involved
research institutions, universities, and government-sponsored laboratories.
Advanced techniques and variations such as ultra-wideband (UWB), synthetic-
aperture radar (SAR), noise source (Narayanan et al., 2001; Xu et al., 2001), and
arbitrary waveforms (Eide and Hjelmstad, 1999) have been applied to GPR, but are
beyond the scope of this book. There are also many custom GPR systems designed
for very specific applications such as borehole radar. Previous summaries on subsur-
face radar techniques can be found in Daniels et al. (1988) and updated in Daniels
(1996). Recent progress (1999–2002) for various related subsurface remote sensing
topics can be found in Noon and Narayanan (2002), as well as international GPR
conference proceedings (Koppenjan and Lee, 2002; Slob and Yarovoy, 2004;
Daniels et al., 2006).
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3.2.1. Impulse

Radars that acquire data in the time domain are generally known as impulse. A time
domain pulse is transmitted and the reflected energy is received as a function of time.
The resulting waveform indicates the amplitude of energy scattered from subsurface
objects versus time. Range information is based on the time-of-flight principle, and a
simple display of the radar return (amplitude versus range) is an ‘‘A-scope’’ presentation.

The majority of GPR systems incorporating the impulse technique send a pulse
to an antenna, which produces an electromagnetic (EM) wave. The characteristics
of the antenna determine the center frequency of the EM wave and the associated
bandwidth is determined by the pulse width. The antenna plays a major function in
the impulse GPR system dynamics (see Chapter 4).

Ground penetrating radar incorporating the impulse technique was first
manufactured for commercial purposes in the mid-1970s (Morey, 1974) and was
demonstrated as a useful geophysical tool (Annan and Davis, 1976). Although the
basic application of the impulse technique to GPR has remained the same, the display
and recording of the radar return data has changed. Modern impulse GPR digitally
samples the return waveform for display, data storage, and post-processing. Com-
mercial-impulse GPR systems to date use a repetitive sampling method or equivalent-
time sampling (ETS) (Hansen, 1942), where single successive samples are made after
each transmitted pulse. An adjustable delay is used to sample along the received
waveform. Prototype systems have been built with a flash conversion or complete
waveform sampling where the entire received waveform, after one transmit pulse, is
digitized (Wright et al., 1993). These offer high data rates but can be limited in
dynamic range. An alternate implementation for acquisition involves a correlation-
based receiver with the wideband signal transmitted being a digitally generated,
pseudo-random binary sequence (Wills, 1992).

Some advantages of impulse radar are the simplicity of generating an impulse
waveform and low-cost parts. The disadvantages include undesirable ringing,
inefficient use of transmit power (low duty cycle), and the resolution limited by
pulse width. Other difficulties involve sampling of wideband signals with slow-
speed sequential digitizers.

3.2.2. Swept frequency-modulated continuous wave

Radars that acquire data in the frequency domain and transmit continuously (trans-
mitter always on) are known as CW. If the carrier is frequency-modulated (FM),
then it is referred to as FM-CW. The concept involves transmitting a frequency
‘‘sweep’’ over a fixed bandwidth, from a start frequency to a stop frequency. The
reflected energy is received as a function of frequency and indicates the amplitude of
energy scattered from subsurface objects. The received signal is mixed or hetero-
dyned with a portion of the transmitted signal filtered and digitized or sampled
during the sweep. The digitized waveform from the entire sweep is then transformed
into the time domain. The result is known as a synthesized pulse.

Ground penetrating radar systems incorporating the synthesized pulse technique
have been implemented with commercial network analyzers (Robinson
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et al., 1972; Kong, 1990) and a commercial synthesized source and spectrum
analyzer (Oliver et al., 1982). The sweep rate was inherently slow due to the nature
of the test equipment and issues with data storage. The implementation of these
prototype-swept FM-CW systems was limited by the state of technology at the
time of development. Test equipment was used until lower-cost components such
as frequency sources could be used (Oliver and Cuthbert, 1988), faster digital
samplers were developed, and fast Fourier transforms (FFT) could be performed
on digital signal-processing (DSP) boards or PCs.

3.2.3. Stepped frequency-modulated continuous wave

A stepped-frequency radar is similar to a swept-frequency radar except that the
transmitting frequency is stepped in linear increments over a fixed bandwidth, from
a start frequency to a stop frequency. The received signal is mixed and sampled at
each discrete frequency step. The digitized waveform is transformed into the time
domain to create the synthesized pulse.

The ability to ‘‘step’’ faster led to the development of stepped FM-CW
GPR systems. Some early examples of stepped-frequency GPR are Robinson et al.
(1974) and Iizuka et al. (1984) and were implemented with high-quality, commercial
network analyzers (Hamran and Aarholt, 1993; Kong and By, 1995). Technology
advances in the radio frequency (RF) components, wideband frequency synthesizers,
DSP boards, and portable computers led to the development and fielding of
prototype step-frequency GPR systems (Koppenjan and Bashforth, 1993).

Several advantages of the stepped-frequency GPR are the controlled transmis-
sion frequencies, efficient use of power, and efficient sampling of wideband signals
with low-speed ADCs. The nature of the system architecture allows the collection
of coherent (real and imaginary) data, which allows complex processing and the
implementation of SAR algorithms (Koppenjan et al., 2000). Disadvantages of
stepped frequency include the complex electronics and the requirement of DSP,
but it becomes practical with current technology. Also, time-varying gain cannot
be applied to the return signal. A negative effect with the conversion from
frequency to time is the introduction of sidelobes (from strong signals) that can
mask out small signals from weak reflections.

The advantages of swept-frequency over stepped are simpler design and lower
cost for implementation. However, swept frequency may have a lower perfor-
mance in some cases due to frequency ambiguities of the sweep, i.e., if the timing of
the sample with the instantaneous frequency cannot be maintained throughout the
entire sweep.

3.2.4. Gated, stepped frequency-modulated continuous wave

In a stepped-frequency system, the masking of a weaker signal from a deep target by
a strong signal is due to the receiver always being on. This can be caused by several
factors including the following:
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• Leakage from the transmitter to the receiver in the electronics
• EM waves on the ground surface
• Large reflections from shallow reflectors

A solution to this problem is to gate the transmitter and the receiver (Hamran et al.,
1995).

3.2.4.1. What is gating?
Gating is the technique of timing the transmitter and receiver circuits in order to
avoid the negative strong signal effects. At each frequency step, the transmitter is
pulsed ‘‘on’’ and after a delay the receiver is gated ‘‘on.’’ This reduces or ‘‘gates out’’
the strong signals from entering the receiver. The return signal at a particular
frequency is the sum or integration of the received power over time (the receiver
gate width). The description and system performance of a gated, stepped-frequency
GPR can be found in Stickley et al. (2000).

3.3. RADIO FREQUENCY SPECIFICATIONS AND DEFINITIONS

There are several important specifications of a GPR that characterize the
performance: dynamic range, bandwidth, resolution, and unambiguous range.

3.3.1. Dynamic range

The radar receiver must be capable of handling large signals from surface reflections
and short-range targets and also detect small signals near the noise floor. The ratio of
the largest receivable signal to the minimal detectable signal is called the dynamic
range and is defined as follows:

Dynamic Range= 20 log
Vmax

Vmin

� �
ð3:1Þ

It is usually expressed in decibels (dB) for a specified bandwidth in hertz. The largest
receivable signal, Vmax (in V), must not overload the radar front end and, assuming
some gain has been applied to the received signal, is the maximum sample voltage
of the ADC. Additionally, for a CW GPR, the largest signal is defined by the 1-dB
compression point of the receive mixer where the gain deviates from linearity. This
assumes no saturation after the mixer.

The minimal detectable signal, Vmin (in V), must be above the receiver noise
level and have a minimum signal-to-noise ratio (SNR) to be detected. In most
radar detection applications, an SNR of 8 dB is required (Erst, 1985). In most GPR
applications, Vmin must also have a minimum signal-to-clutter ratio (SCR) in order
to be detected and identified in a GPR profile.

The dynamic range of the system will affect the maximum range at which a
target can be detected. Typically, radars will have a greater system dynamic range
than sampling dynamic range. The dynamic range in decibels of an ADC is equal to
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20 log(2N), where N is the number of bits, or approximately N times 6 dB. Thus, a
16-bit ADC will have 96 dB of theoretical dynamic range, but other factors
influence the actual realizable dynamic range (Smith, 2004). There are methods
such as stacking (see Chapter 5) that can be used to improve the SNR and automatic
gain control to overcome the problem of dynamic range variations (Erst, 1985).

3.3.2. Bandwidth

The system bandwidth, B, is defined as the inverse of the pulse width, 
p, for impulse
GPR. The bandwidth is generally centered about and for practical reasons is
approximately equal to the impulse GPR center frequency, fc. The center frequency
is a very common GPR parameter and is the answer to the universal question:
‘‘what frequency did you use?’’ For more details on center frequency, see the
discussions in Chapters 1 and 4. In a CW GPR, the bandwidth is the difference
from the start frequency, fmin, to the stop frequency, fmax, and can also be calculated
by multiplying the number of steps by the output frequency step size in a stepped-
frequency GPR. The bandwidth ultimately determines the range resolution

B=
1


p
for impulse or B= ðfmax � fminÞ for CW ð3:2Þ

3.3.3. Range resolution

The theory of operation sections that follow will assume a return from a single
target at a fixed distance. In practical situations, this is not the case. Multiple
interfaces within the ground produce multiple returns. The addition of targets
increases the complexity. The result is a combination of signal returns at different
times and of varying amplitudes. The ability of a radar to resolve between two
closely spaced targets is called range resolution, Rres. Two targets (or pulses) separated
in time can be distinguished if the envelopes of their respective transient returns are
clearly separated. In general, the half-width (�6 dB in voltage) or half-power
(�3 dB in power) point of the return signal is used as a reference point of clear
separation. This definition is more theoretical and is presented in Section 1.3.4).
A GPR return must account for frequency-selective dispersion of the system,
antenna, ground, and target. By defining the range resolution as the half-power
point of the normalized sinc function, it can be obtained from the theoretically
achievable resolution (Eaves and Reedy, 1987). Then the range resolution is

Rres=
1:39c

2B
ffiffiffiffi
"r

p ð3:3Þ

where c= speed of light, B= bandwidth, and "r= dielectric constant or relative
dielectric permittivity. The factor of 1.39 is associated with the deviation from the
theoretical range resolution and is derived empirically. Range resolution is plotted
versus "r in Figure 3.1 for several common bandwidths. The actual resolution can be
expected to be equal or better but not worse using Equation (3.3) and the graphs.
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3.3.4. Lateral resolution

Lateral resolution is the resolution in the cross-range direction (it is different from
range resolution) and is described in Section 1.3.4.

3.3.5. Unambiguous range

The furthest distance that a target can be determined without aliasing occurring is
called the unambiguous range, Rmax. To avoid aliasing, the reflected energy should be
received within the time period or range cells of its associated transmit pulse and
before the next transmit pulse, or a range ambiguity will result. The rate at which
transmit pulses are sent is the pulse repetition frequency (PRF), fr, also expressed as
the pulse repetition interval (PRI), Tr, which is the inverse of the PRF. Tr is
commonly referred to as the programmable time window. For an impulse GPR, the
PRI determines the maximum unambiguous range

Rmax=
cTr

2
ffiffiffiffi
"r

p ð3:4Þ

where c= speed of light, Tr=PRI, and "r= dielectric constant.
For a stepped-frequency GPR, aliasing is an unavoidable result of sampling the

data in the frequency domain. In effect, the reflections from deeper targets are
folded back onto returns from shallow targets, making absolute distance indetermi-
nate. This phenomenon is directly related to the sampling theorem and the Nyquist
rate. Applying the results of a two-frequency CW radar (Skolnik, 1980; Eaves and
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Reedy, 1987) to a stepped-frequency CW radar, the unambiguous range can be
calculated from the following equation:

Rmax =
Nc

4B
ffiffiffiffi
"r

p ð3:5Þ

where N= number of frequency steps, c= speed of light, B= bandwidth, and
"r= dielectric constant.

Unambiguous range is plotted versus "r in Figure 3.2 for various PRIs and,
similarly, the number of frequency steps (fixed 500MHz bandwidth). When a
stepped-frequency GPR is also gated, the gate repetition interval (GRI), which is
similar to the PRI, must be taken into account.

3.4. GENERAL DESIGN CRITERIA FOR GROUND PENETRATING
RADAR

The GPR concept and design differs significantly from conventional radar
primarily because of the short range of the targets and the lossy propagation media
for the EM waves. The maximum range is considerably influenced by the path loss,
Lp(l), which is a function of wavelength. Lp is generally the prevailing factor in the
radar range equation for GPR

PR =
PTG

2�ðl="rÞ2
ð4pÞ3R4Lp

ð3:6Þ
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where PR= received power, PT= transmitted power, G= antenna gain (transmit=
receive), �= radar cross section of the target, l=wavelength, "r= dielectric con-
stant, and R= range to target. PR must be above the minimum detectable signal level
of the system. There are many other forms of the range equation that can be found in
radar handbooks, such as Skolnik (1980).

The properties of the ground, such as soil type and water content, affect the path
loss (see Chapter 2), and the path loss is not always a linear function of depth. To
overcome path losses and increase range, the operating frequency can be lowered,
but this reduces bandwidth, which is directly proportional to resolution [Equation
(3.3)]. High resolution is generally a desirable goal of a GPR system. In turn, if the
bandwidth is reduced, the resolution will be reduced. This engineering trade-off
between operating frequency and bandwidth (resolution) is the major challenge for
the GPR designer. Additionally, antenna size increases as the frequency decreases
(see Chapter 4). The PRF, sample rate, and timing must also be considered to reach
the desired maximum range (see Section 1.5). Operators must evaluate the specific
application, considering desired penetration depth, size of target, and required
resolution to determine the optimal operating frequency and the resulting
resolution.

3.4.1. System performance

The system performance, also referred to as the total dynamic range (TDR), is a
parameter that relates the total loss that a GPR signal can have and still be detectable
in the receiver. It includes the loss parameters in the radar range equation and also
accounts for other system loss and gain, such as time-varying gain in the receiver
(also see Section 1.4.5).

3.5. IMPULSE GROUND PENETRATING RADAR

3.5.1. Theory of operation: Impulse radar

This section describes the theory of operation of impulse radar (Harmuth, 1969;
Annan, 2005) and the application of various sampling techniques (Xu et al., 1989;
Annan, 2003). A diagram of an impulse radar is shown in Figure 3.3.

An impulse radar incorporates a timing unit, transmitter electronics (pulse
generator), transducer element, and digitizing circuitry, i.e., ADC. The timing
unit initiates a signal to the transmitter electronics, and a short DC pulse is fed to the
transducer element (the antenna). The output signal is the convolution of the
transfer function of the pulse, p(t), with the transfer function of the transducer
element, a(t).

!ðtÞ= 2pf ðtÞ= pðtÞaðtÞ or in the frequency domain; �ð!Þ=Pð!ÞAð!Þ ð3:7Þ
The pulse is band-pass filtered by the antenna’s tuning characteristics and the shape
of the pulse is determined by the transfer function of the antenna. Ideally, !(t)=
�(t), the dirac delta function or the perfect impulse. Realistically, the transmitted
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energy is centered at a frequency determined by the antenna. The bandwidth of the
energy and associated transmitted pulse width is determined by a combination of
the applied pulse width and antenna as represented in Equation (3.7). Typical
transducer elements are bow-tie or resistively loaded dipole antennas, as these
exhibit good broadband characteristics (Johnson and Jasik, 1984). The received
energy is recorded or digitized as a function of time, and there are several methods
to accomplish the sampling, as shown in Figure 3.4.
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Figure 3.3 Simplified diagram of the impulse radar technique.
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Figure 3.4 Comparison of samplingmethods: real-time and equivalent-time.
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3.5.1.1. Equivalent-time sampling – sequential receiver
The most common method of sampling the received waveform is a sequential
receiver, which utilizes ETS. This repetitive sampling method is where single
successive samples are made after each transmitted pulse. An adjustable and precise
delay, Td, is used to sample along the received waveform (in time). Td is commonly
referred to as the sampling interval.

To sample the received signal, it is first acquired by the use of a sampling bridge,
typically a sample and hold circuit, sketched in Figure 3.5. The sample and hold is a
capacitor and fast switch, closed for a very short duration, D, and controlled by the
timing unit. The capacitor is charged when the switch is closed, and the capacitor
voltage is proportional to the sum or integral of the input voltage over this time
period.

voutðTdÞ=
ðTdþD

Td

rinðtÞdt=CrinðTdÞ; where C is a constant ð3:8Þ

If D << the rate of change of rin(t), then vout(Td) effectively ‘‘samples’’ rin(t) and
‘‘holds’’ it to be digitized. This DC voltage can be sampled with a low-speed ADC;
thus vout(t) is now represented as v[n], the sampled version at time Td. The ETS
method requires multiple transmitter pulses, Np, to sample the entire waveform at
different time positions. With the interpolation of Np sampled points, a slow-
varying replica of the high-frequency radar return signal is produced and can be
expressed as a sequence:

v½n=
XNp�1

i= 0

dðn� iÞvoutðnTdÞ ð3:9Þ

where �(n)= unit impulse.

3.5.1.2. Real-time sampling – complete waveform receiver
Another method of sampling the received waveform is a complete waveform
receiver, which utilizes real-time sampling. This method is where all time
positions or range cells are simultaneously sampled after a single transmit pulse
(see Figure 3.4). To implement the real-time sampling, the block diagram in
Figure 3.3 must be modified as follows: remove the sampler, change to high-speed
ADC, and change the delay circuit feeding the sampling bridge to a high-speed clock

r in(t) Vout(nTd)

Figure 3.5 Typical sampling bridge with a fast switch and capacitor.
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with frequency 1/Td as an input to the ADC. This block diagram is shown in Figure
3.6. The sampled received signal is as follows:

v½n=
XNp�1

i= 0

dðn� iÞrinðnTdÞ ð3:10Þ

Generally, high-speed ADCs have a lower number of sample bits than low-speed
ADCs, and thus a lower dynamic range. Prototype systems incorporating real-time
sampling have been built for several applications (Wright et al., 1994).

3.5.2. System design parameters: impulse radar

Several design parameters must be chosen with impulse radar. These involve pulse
width and sampling interval versus resolution, and the PRI versus unambiguous
range.

The desired range resolution will determine the required pulse width and affect
the designs of the transmitter electronics and the antenna. The transmitter electronics
will need to generate narrow pulses to achieve the bandwidth. The antenna design
must be considered when a low center frequency, fc, is chosen with a wide band-
width, especially when B approaches fc, as it may result in an impractical antenna
realization or less than desired bandwidth. Additionally, the sampling interval should
be 10 times the required resolution for sufficient waveform reconstruction.

For example, from Figure 3.1, with 500MHz of bandwidth, a range resolution
of 20.8 cm is obtained in "r= 4 (dry sand). To attain this bandwidth, a very
common GPR frequency of fc= 500MHz (frequency range of 250–750MHz)
could be used and allows a realistic antenna. If fc= 250MHz were required, a
bandwidth of 500MHz would not be possible. The pulse width, 
p, required for a
500MHz bandwidth is 2 ns, but typically 
p is smaller to overcome the pulse rise-
time broadening effects, which reduce the bandwidth. The sampling interval
should not be greater than 200 ps.

The unambiguous range versus "r is plotted in Figure 3.2 with the PRI varying
from 64 to 1024 ns. The PRI and amount of stacking will affect how fast the GPR
can be moved across the surface. The PRI can be increased, but Rmax will be
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r (t)

Timing
control

Transmit
electronics
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speed
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Clock
f = 1/Td

Figure 3.6 Simplified diagram of the impulse radar techniquewith real-time sampling.
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reduced. For a pavement evaluation application (see Chapter 13), Rmax may be less
than 1m, but the data rate is high to accommodate vehicle velocities; thus the PRI
must be fast. For geological applications, where range is of interest, the PRI can be
slower with more stacking to reduce noise.

3.5.3. Implementation of an impulse ground penetrating radar

Applying the impulse technique to the GPR is a fairly direct process, with the main
factor being the need to generate a high-voltage pulse. The impulse radar can be
divided into three subassemblies: the timing source, the transmitter, and the sampler.
Typically the transmitter electronics are integrated into the antenna housing.

3.5.3.1. Transmitter
In order to generate an EM wave with sufficient peak power, a high-voltage pulse
is required. A block diagram of an impulse GPR system is shown in Figure 3.7 and
includes a voltage source, a high-voltage supply, a pulse generator, and a waveform
shaper.

The high-voltage supply and the pulse generator use a circuit where capacitors
are charged in parallel from a low-voltage source such as a 12-V battery, then
discharged in series to gain a voltage multiplication and produce a high-voltage
pulse. This circuit typically uses an avalanche transistor as its switching source in order
to produce a fast-rising edge of the pulse. A fast rise time, typically 10 times the
pulse width, is needed to produce sufficient energy in the high-frequency compo-
nents of the EM wave. Alternately, a DC-to-DC converter operating in a boost
mode (i.e., 12 V input to 400V output) can be used for the high-voltage source, or
a combination of both can be used (Wright et al., 1990). There is generally a
waveform shaper following the pulse generation, which is a matching network to
the antenna. This matching network is used to minimize undesirable effects such as
ringing and is usually incorporated into the antenna structure.

Antennas

Sampler

ADC

Voltage
source

High-
voltage
supply

Pulse
generator

Waveform
shaper

Control
timing

Gain control
amplifier

Clock
source

Figure 3.7 Impulse GPR system blockdiagram.
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3.5.3.2. Timing source
The impulse GPR has an amplifier after the receive antenna, which provides
automatic gain control, and can be used to implement time-varying gain functions
(i.e., range gain). A clock source or a computer clock is needed to control the pulse
generation, subsequently adjust the gain on the receiver amplifier, and time the
sampler.

3.5.3.3. Sampler and signal processing
Low-speed sampling with the ETS method is most commonly used in impulse
GPR, and 16-bit ADCs are readily available, which yield 96 dB of dynamic
range. However, impulse GPR systems can have a much larger system dynamic
range (>150 dB). The gain control compensation must be adjusted properly to
place the return signal of interest in the 96-dB recording dynamic range.
Additionally, time-adjusted gain or range gain should be set so that the
recorded signal is properly compressed into the recording dynamic range and
will not clip the limit of the ADC or be below the minimum recording level
(see Figures 1.15–1.17). Detailed signal processing of impulse data is covered in
Chapter 5.

3.6. CONTINUOUS-WAVE GROUND PENETRATING RADAR

3.6.1. Theory of operation – stepped-frequency, continuous-wave
radar

This section describes the theory of operation of a stepped, FM-CW GPR
(Koppenjan and Bashforth, 1993) and the application of a gating technique (Stickley
et al., 2000).

3.6.1.1. Stepped-frequency technique – synthesized pulse
A stepped-frequency CW radar incorporates an RF source or a direct digital
synthesis (DDS) source, and DSP. The source is stepped between a start frequency,
f0, and a stop frequency, fN�1, in equal, linear increments. It is important to
note that for a swept FM-CW radar, the source is swept from fmin to fmax and
linearly sampled on the fly. In either case, the radar is continuously transmitting.
A return signal is formed by mixing the received signal with a portion of the
transmitted one. This return signal is digitized at each step and stored. After each
complete sweep of N steps, a Fourier transform is performed to convert the data
from the frequency domain to the time domain. This is the process of creating the
synthesized pulse.

Range information is based on the time-of-flight principle, which is a phase path
difference measurement. This concept is outlined with reference to Figure 3.8.
Two paths are defined: 2–3–4–5–6 and 7–8. There is an associated phase, �rf and
�lo, with each path, respectively. When the phase path lengths are equal, �rf= �lo,
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the length of 7–8 is equal to that of 2–3–5–6 (transmit is directly connected to
receive). The phase paths of 7–8 and 2–3–4–5–6 are not equal when a target is
present. A phase difference, c, occurs as a result of the time-of-flight difference and
can be expressed as follows:

c= ð2pf Þ
 = ð2pf Þd=c ð3:11Þ
where f= frequency (Hz), 
 = two-way time of flight (s), d= two-way distance to
the target 3–4–5, and c= speed of light.

If a single frequency, f0, from the RF source, 1, is power divided with one
side transmitted and the other side connected to the receive mixer, the received signal
at 6 is

rð0Þ= cos
�
2pf0ðtþ
0Þþ�rf

�
= cosð2pf0tþ�rf þc0Þ ð3:12Þ

and the output of the mixer, 9, will be

vð0Þ=A0 cosð2pf0tþ�loÞcosð2pf0tþ�rf þc0Þ ð3:13Þ
where c0 is the phase associated with the target path length, d (3–4–5) for f0. A0 is
the amplitude of the return. If the phase lengths are preset so that �rf= �lo, then v(0)
reduces to

vð0Þ=A0 cosð2pf0tÞcosð2pf0tþc0Þ ð3:14Þ
Using a trigonometric identity

vð0Þ= A0

2
cosðc0Þþ

A0

2
cosð2pð2f0Þtþc0Þ ð3:15Þ
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Figure 3.8 Simplified diagram of the stepped-frequency radar technique.
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If v(0) is low-pass filtered with a cutoff frequency of f0, then the output of the filter,
10, will be

vð0Þ= A0

2
cosðc0Þ ð3:16Þ

Since the target’s distance is fixed, the phase path, c0, at a given frequency is also
fixed. Thus v(0) is a constant, which is represented by a DC voltage. This DC
voltage can be sampled with a low-speed ADC; thus, v(0) is now represented as
v[0], the sampled version at f0. If the RF source is stepped by an amount Df to a
higher frequency, f1, such that f1= f0 þ Df, the phase path length, c1, is longer.
Then the sampled output of the low-pass filter, v[1], is

v½1= A1

2
cosðc1Þ ð3:17Þ

When the RF source is stepped in equal, linear increments of Df from (f0 to f1 to f2
to . . . fN�1), the output voltages (v[0], v[1], v[2], . . ., v[N�1]) resemble a sampled
sine wave, as shown in Figure 3.9. This is due to the periodic nature of the phase.
This sequence is the radar return signal and can be expressed as follows:

�½n= 1

2

XN�1

i= 0

dðn� iÞAi cosðciÞ ð3:18Þ

where �(n) is the dirac delta function or unit impulse. Rewriting this sequence, in a
sampled sine wave format with frequency, !, and amplitude, A, v[n] becomes

v½n=A
XN�1

i= 0

dðn� iÞcosðcinÞ ð3:19Þ

where ci =!i
0= 2pðfi þ nDfÞ
0.
At each step, n, an ADC is performed on the DC voltage, v[n]. The data from all

N steps are then converted into the time domain pulse response equivalent with a
discrete Fourier transform (DFT):

V ðkÞ=
1

N

XN�1

n= 0

�½ne�jð2p=NÞkn; 0	k	N � 1

0; otherwise

8><
>: ð3:20Þ

Taking the DFT of Equation (3.19) yields

V ðkÞ=
A

N

sinfðk� !Þ�o½ðNþ1Þ=2g
sin½ðk� !Þ�o=2 ; 0	k	N � 1

0; otherwise

8<
: ð3:21Þ

where �o = 2�=N .
V(k) is plotted in Figure 3.10. Equation (3.21) is recognized as the discrete-time

counterpart of the sinc function: sinc(x)= sin(x)/x, which is the Fourier transform
of a continuous-time rectangular pulse. Notice that the sinc function is shifted

88 Steven Koppenjan



(from 0) along the k axis by an amount equal to !. This is a direct result of the
sampled sine wave’s frequency, !, and in fact the range of a target is a function of !.
Closer targets produce smaller phase changes because the path, 3–4–5, is shorter.
This results in low-frequency sine waves. More distant targets produce larger phase
changes resulting in high-frequency sine waves. The amplitude of the sine wave is a
function of the radar cross section of the target, the range, and the propagation loss
of the ground.

3.6.1.2. Frequency modulation
In the previous scenario, the return signal, v(t), would need to be amplified before
an A/D conversion is performed because of the lossy propagation medium. When a
radar return signal is mixed directly to baseband and amplified, a phenomenon
known as 1/f noise or flicker noise exists (1/f meaning one over frequency and
spoken as ‘‘1 over f’’). This noise is also amplified and is very prevalent at
low frequencies. It is defined by the noise–temperature ratio of the receive mixer
and varies inversely with frequency. Above approximately 500 kHz, the noise–
temperature ratio approaches a constant value (Skolnik, 1980). To reduce the
effects of 1/f noise, the transmitted RF signal is commonly modulated, thus

V (k)

k
ω

Figure 3.10 Sinc function.

A

v (n)

n

ω

Figure 3.9 Sampled sine wave.
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generating an intermediate frequency (IF) in the receiver. Amplification takes place
at this IF and not at baseband. The receive signal is then demodulated to obtain the
baseband signal, A/D converted, and Fourier transformed. An alternative imple-
mentation, with a similar result, is to modulate the received signal, amplify at the IF,
and demodulate to baseband.

3.6.1.3. Gating
To implement the gating concept, the diagram in Figure 3.8 can be modified to add
gating switches to the transmit and receive paths, and a timing circuit block is
shown in Figure 3.11. The typical timing sequence of the gating signals generated
by the timing circuit is shown in Figure 3.12. A transmit pulse of pulse width Wt is
generated and followed by a gating pulse to the receiver of pulse width Wr. The
delay between the transmit pulse and the receive pulse (receiver gate delay, Dr) acts
to gate out the undesired larger signal returns by keeping the receiver off for a brief
time. A parameter of interest is the GRI, Tg. The GRI is equivalent to a PRI,
which is the inverse of the PRF, more commonly referred to as the PRF in pulse
radars.

On

Off

On

Off

Transmitter
gating

Receiver gating

Tg

Wt

DR

WR

Figure 3.12 Typical timing sequence of the gate signals.
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Figure 3.11 Simplified diagram of the gated, stepped-frequency technique.
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To determine the effect on the return signal, start with one fixed target at a fixed
phase or fixed two-way time delay, 2p
0. The received signal, r, for single
frequency, f0, at 6 (ungated) is

rð0Þungated =A0 cos
�
2pf0ðt � 
0Þ

�
ð3:22Þ

The receive signal at 6, after the gate timing signals are applied to obtain spatial
filtering and assuming the transmit pulse and receiver pulse are equal, W=Wt=
Wr, can be expressed using the following comb functions:

IIIðtÞ=
X1

i=�1
dðt � iÞ; for all integer i ð3:23Þ

PðtÞ= 1; �0:5< t<0:5
0; else

�
ð3:24Þ

Thus, the receive signal is the convolution of Equations (3.22)–(3.24)

rð0Þgated= III
t � 
0 �Dr=2

Tg

� �
�P t � 
0 �Dr=2

Wc

� �	 

� A0 cos

�
2pf0ðt � 
0Þ

�
ð3:25Þ

where Wc=
W � j
0 �Drj; W > j
0 �Drj
0; otherwise

�

In the time domain, the reflection of the transmitted signal from the target at time
delay,
0, must coincide with the time that the receiver is gated to produce a gated
sine wave, r(0)gated. If there is no coincidence with the delayed receiver gate, the
result is no received signal, i.e., r(0)gated= 0.

The frequency domain representation of Equation (3.25) is a series of line
spectra centered at f0 and spaced at 1/Tg. When r(0)gated is mixed with the ungated
frequency component, cos(2pf0t), and band-pass filtered to select only one of the
frequency components in the spectrum, an approximate expression for r(0)gated can
be made. The component of r(0)gated that has the same frequency content as the
ungated local oscillator is

rð0Þgated&
Wc

Tg

� �
0 cos

�
2pf 0ðt � 
0Þ

�
ð3:26Þ

rð0Þgated&
W c

Tg

� �
r½0ungated ð3:27Þ

Thus, by replacing r(0)gated into Equation (3.14), the resulting output signal is

vð0Þgated=A0

Wc

Tg

� �
cosð2pf0tÞcos

�
2pf0ðt � 
0Þ

�
ð3:28Þ
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which after filtering reduces to

vð0Þgated=
A0Wc

2Tg

� �
cosð2pf0
0Þ= A0Wc

2Tg

cos c0 ð3:29Þ

This is equivalent to Equation (3.16) except for the decrease in amplitude. One
effect of applying gating will be a reduction in the received power (and minimum
detectable signal) compared to an ungated system, as the receiver is no longer a
matched receiver (Hamran et al., 1995). The received power is reduced propor-
tionally by the duty cycle of the gate, assuming equal duty cycles, Wt/Tg=Wr/Tg

(Stickley et al., 2000). A detailed system performance discussion on the mean
transmitted power to minimum detected signal power can be found in Plumb
et al. (1998).

If the similar procedure of stepping the frequency over N steps is done as for the
ungated system, the sampled sine wave output is

v½n= AWc

Tg

XN = 1

i= 0

dðn� iÞcosðcinÞ; where ci=!i
0= 2pðfiþnDf Þ
0 ð3:30Þ

And, after a DFT, the time domain pulse response equivalent is

V ðkÞ=
AWc

NTg

sinfðk� !Þ�o½ðNþ1=2Þg
sin½ðk� !Þ�o=2 ; 0	k	N � 1

0; otherwise

0
@ ð3:31Þ

where �o= 2p/N.
Equations (3.30) and (3.31) are similar to the ungated system, Equation (3.19)

and (3.21), except for the decrease in amplitude.

3.6.2. System design parameters: stepped-frequency radar

Several design parameters must be chosen with a stepped-frequency radar. These
involve bandwidth versus resolution (similar to pulse width/resolution with
impulse systems) and the number of sample points, sweep time, and GRI versus
unambiguous range.

The desired range resolution will determine the required bandwidth and affect
the designs of the RF source and the antenna. The RF source will need to function
over a frequency range to achieve the bandwidth. The antenna design must be
considered when a low center frequency is chosen with a wide bandwidth,
especially when B approaches fc as it may result in an impractical antenna realiza-
tion. Refer to the previous example using Figure 3.1.

The unambiguous range versus "r (B= 500MHz) is plotted in Figure 3.2, with
the number of frequency steps, N, varying from 64, 128, 256, 512, and 1024. The
number of points will also effect the overall sweep time, which is the time it takes to
step from fmin to fmax. The sweep time will affect how fast the GPR can be moved
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across the surface. The sweep time can be reduced with fewer steps, but Rmax will
also be reduced. For geologic applications where range is of interest,Nmust be large.
For a pavement evaluation application, Rmax may be less than 1m, but the sweep
time needs to be very fast to accommodate vehicle speeds; thus N can be small.

Additionally, for a gated, stepped-frequency GPR, the gate timing and the GRI
need to be chosen to correspond with the unambiguous range determined by N.
The GRI must be larger than the two-way travel time to a target at Rmax. In
practice, the Tg should be twice the minimum requirement:

Tg >
2Rmax

ffiffiffiffi
"r

p
c

ð3:32Þ

3.6.3. Implementation of a gated, stepped-frequency,
ground penetrating radar

Applying the stepped-frequency technique to the GPR requires some RF design
considerations and several additions to the basic block diagram. As previously
mentioned, the RF signal is modulated to minimize the 1/f noise in the receiver,
and a modulation frequency greater than 500 kHz should be used. The type of
modulator scheme used in FM-CW GPR is actually quadraphase modulation. This is
designed to maintain a coherent, complex waveform as a return signal. Coherent
means both the phase and the magnitude information are maintained. Complex
means that the phase and the magnitude are represented as real and imaginary
numbers. Quadraphase modulation changes the phase of the transmitted signal
between 0�/180� (inphase) and 90�/270� (quadrature). At each frequency step,
an ADC is performed on two signals: the inphase and quadrature. This is known as
I & Q data and it becomes the input to a complex FFT. The real and imaginary
output of the FFT equation (3.21) is then converted to polar form. The magnitude,
M, and phase, �, expressions are as follows:

Mi=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
I2i þQ2

i

q
; Fi = tan�1jQi

Ii
j ð3:33Þ

The sequence of magnitudes, (M0,M2, . . .,MN�1), from each FFT dataset, [(I0,Q0),
(I1,Q1), . . ., (IN�1,QN�1)], will form the familiar time domain response.

The stepped-frequency radar can be divided into three subassemblies: the
source, the radar front end (transmitter and receiver), and the sampler. Considera-
tion to practical RF sources and components must be made in choosing the
operating frequency range.

3.6.3.1. Frequency-synthesized source
Several important factors associated with the source can influence the performance of
the radar: the purity of the source, the stability of the source, and the linearity of the
sweep. A straightforward way to generate a wideband, multioctave source at low
GPR frequencies (i.e., 200–700MHz) is to mix two high-frequency RF sources.
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The presence of inband intermodulation products will degrade the purity of the
signal and generate undesirable false returns. In order to minimize this effect, a
spurious-free source and high-level mixers with high third-order intercept points
should be used. Tomaintain a stable output frequency, a voltage-controlled oscillator
(VCO) with phase lock loop (PLL) circuitry can be used as the source. Stability over
time is required for accurate signal processing. When stepping the output frequency,
the step size, Df, should be kept constant to obtain linear steps. Deviations of Df will
cause a distortion to the return sampled sine wave. These deviations will have the
effect of broadening the frequency spectra or widening the sinc pulse. The result will
be a loss in resolution. To obtain linear stepping, a crystal-controlled oscillator should
be used as the reference frequency for the PLL. Typically the IF source for modula-
tion is referenced to the crystal source. Digital interface and control circuitry are
required for the programming of the PLL and gate timing circuit.

Alternately, a DDS source (contains a numerically controlled oscillator and
digital-to-analog converter) can be used as the frequency synthesizer for typical
GPR frequencies. Advances in DDS technology have allowed higher clock rates,
and thus higher output frequencies. The maximum output is typically 40% of the
clock rate, and the output will require proper filtering to remove digitally generated
spurs and harmonics, as these will have similar negative effects as intermodulation
products.

3.6.3.2. Transmitter and receiver
A block diagram of a gated, stepped-frequency GPR RF system is shown in
Figure 3.13, and includes the RF source, the quadraphase modulator, the receive
mixer, filters, the IF amplifier, and the demodulator. Additionally, it contains

Transmit
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Antennas
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Demodulator

PLL

ADC

Power
divider

Gate
timing

Low pass
filter
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amplifier

RF
amplifiers

Crystal
source

RF
source

Isolator

Isolator Mixer

Figure 3.13 Gated, stepped, FM-CWGPRRF systemblockdiagram.
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transmit and receive amplifiers and isolators. The amplifiers attain the desired signal
levels and help compensate for propagation losses. The receive amplifier should
have a low noise figure (less than 5 dB), since it essentially determines the system
noise figure. The isolators separate the modulated signals from the unmodulated.
This minimizes RF signal leakage, which can generate undesirable false returns.
Amplifiers with good reverse isolation can be used when isolators are impractical at
the operating frequencies or bandwidth. Alternately, a quadraphase receiver/demo-
dulator can be used on the receiver side (Stickley et al., 2000). In this case, either an
offset frequency to the transmitted frequency is needed to generate the IF, which is
then demodulated in the quadrature receiver, or in some applications, the RF is
mixed directly to baseband (I&Q outputs) in the quadrature receiver.

3.6.3.3. Sampler and signal processing
Generally, low-speed sampling can be used to digitize the baseband data, and 16-bit
ADCs are readily available. The timing of the actual sampling relative to each
frequency step needs to be precisely controlled so as to allow sufficient time for the
source oscillator to settle to the new frequency. The output of other circuits such as
the IF amplifier and demodulator must also settle before the sample is made.

High-speed sampling can be performed on the quadrature (I&Q) signals instead
of analog-mixing the IF signal to baseband. This is generally known as a digital IF
and requires complex DSP to convert to baseband. The digital IF method allows
optimization with digital filters and gain control.

Regardless of the sampling method, the conversion of the frequency data to the
time domain is done with a complex, inverse FFT. As seen in Figure 3.10, sidelobes
are generated because the sampled data is of limited bandwidth in the frequency
domain. To minimize the sidelobes, the data is preprocessed with a window function.
Typical types of window functions are Hanning, Hamming, and Kaiser-Bessel,
each of which will have varying effects on increasing the sidelobe attenuation but
will reduce resolution by increasing peak width (Skolnik, 1990).
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4.1. INTRODUCTION

This chapter provides an introduction to the antennas used in ground
penetrating radar (GPR). As most users of GPR are not primarily antenna
specialists, it may be useful to define many of the key terms used in antenna
engineering before describing the principal antennas used in GPR systems, and a
list of commonly encountered terms is provided at the end of this chapter. The aim
of this chapter is to provide an introduction to antennas and present some of the
basic design types that have played a key role in GPR. More detailed information
can be found in the bibliography and references at the end of the chapter.
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The Institution of Engineering and Technology (IET) has given permission to
include material contained in the chapter relating to antennas in the book Surface
Penetrating Radar ISBN 0 85296 862 0 and much of this is very relevant and
provides a more detailed reference for those interested in the design of antennas.

An antenna is a device for coupling energy from a source of radio frequency
energy into a transmitting medium, which is normally air. For GPR, the radiation
from the antenna is normally coupled into the ground, and this affects the radiation
characteristics of the antenna to a considerable extent, if the latter is electrically
close to the ground. An antenna can be used to transmit energy, receive energy,
or both.

Antennas can be classified into two general classes: omni-directional and
directional. Omni-directional antennas radiate energy in all directions simulta-
neously. This leads to the concept of an isotropic antenna, which is one that
radiates energy uniformly in all directions and is a useful, if fictitious, concept to
enable real antenna characteristics to be referenced as shown in Figures 4.1 and 4.2.

Directional antennas radiate energy in patterns of lobes or beams that extend
outwards from the antenna in one direction for a given antenna position. The
radiation pattern also contains minor lobes otherwise known as sidelobes or back
lobes, but these lobes are weak and may have little effect on the main radiation
pattern. In conventional radar systems, the main lobe may vary in angular width
from 1� in some cases to 15� in others. For GPR antennas, the main lobe is much
wider and can be in the region of 90�.

Directional antennas have two important characteristics: directivity and power
gain. The directivity of an antenna refers to the degree of sharpness of its beam. If
the beam is narrow in either the azimuth or the elevation plane, the antenna is said
to have high directivity in that plane. Conversely, if the beam is wide in either
plane, the antenna is said to have low directivity in that plane. Thus, if an antenna
has a narrow azimuthal beam and a wide elevation beam, the horizontal directivity
is high and the vertical directivity is low. When the directivity of an antenna is
increased, that is, when the beam or the main lobe is narrowed, less power is
required to cover the same range because the power is concentrated.

The power gain of an antenna is directly related to directivity and is the ratio of
its radiated power to that of a reference (basic) dipole. In order to measure power
gain, both the reference dipole antenna and the antenna under test (AUT) must
have been excited or fed in the same manner and each must have radiated from the
same position. A single point of measurement for the power–gain ratio must lie
within the radiation field of each antenna. An antenna with high directivity has a
high power gain and vice versa. The power gain of a single dipole with no reflector
is unity, and in the azimuth plane, the radiation is omni-directional.

Ground penetrating radar presents the antenna designer with significant restric-
tions on the types of antennas that can be used. The propagation path consists, in
general, of a lossy, inhomogeneous dielectric, which, in addition to being occa-
sionally anisotropic, exhibits a frequency-dependent attenuation and hence acts as a
low-pass filter. The upper frequency of operation of the system, and hence the
antenna, is therefore limited by the properties of the material. The need to obtain a
high value of range resolution requires the antenna to exhibit ultra-wide
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bandwidth, and in the case of impulsive radar systems, linear phase response. The
requirement for wide bandwidth and the limitations in upper frequency are
mutually conflicting and hence a design compromise is adopted whereby antennas
are designed to operate over some portion of the frequency range, 10MHz–5GHz,
depending on the resolution and range specified. The requirement for portability of
the operator means that it is normal to use electrically small antennas, which
consequently result generally in a low gain and associated broad radiation patterns.
The classes of antennas that can be used are therefore limited, and the following
factors have to be considered in the selection of a suitable design: large fractional
bandwidth, low time sidelobes and in the case of separate transmit and receive
antennas, low cross-coupling levels. The interaction of the reactive field of the
antenna with the dielectric material and its effect on antenna radiation pattern
characteristics must also be considered.

Figure 4.1 Isotropic surface radiation pattern.

Figure 4.2 Radiation surface pattern of simple dipole.
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4.2. BASIC ANTENNA PARAMETERS

4.2.1. Energy transfer from antennas

A GPR can be operated so that its antenna is very close to the ground surface and
target such that the energy transfer is by quasi-stationary and induction fields, as
well as radiated fields (the near field); alternatively, it can be operated such that the
energy transfer is in the far-field region (radiated field). It is important to understand
the implications of these modes on the overall detection capability of radars.
Essentially GPRs operated in standoff mode are fully described by radiated field
models, whereas radars operated in proximal mode may achieve better performance
due to the increased contribution by the quasi-stationary and induction fields.

A small electric dipole radiates electric and magnetic fields as described in
Equations (4.1)–(4.3), which are derived from Maxwell’s equations
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2Z0Idlp cos �
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where

dl is the length of the current element
c= (2��/ ) –!t
! is the radian frequency of the signal
t is the time (=1/f )
c is the speed of light (1=

ffiffiffiffiffiffi
�"

p
= 3� 108 m/s)

Z0 is the free space impedance (= 377 �)
I is the current in the element
� is the zenith angle to radial distance r
 is the wavelength of the signal
r is the distance from the element to the point of observation

The terms can be considered to fall into three basic components:

1. A term proportional to r�1, which is called the radiation term. This term represents
the flow of energy away from the conducting element of the antenna.

2. A term proportional to r�2, which is called the induction term and represents
energy stored in the field during one quarter of a cycle and then returned to the
antenna in the next.

3. A term proportional to r�3, which is called the quasi-stationary term or the
electrostatic field term, and results from the accumulation of charges at the ends
of the element.
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Figure 4.3 shows field strength as a function of distance from the source. At the
distance r=/2�, all of these terms are equal, and this distance represents the
boundary between the near fields and far fields where the contributions from
the radiation, induction and the quasi-stationary terms are all of the same magni-
tude. The regions may also be described as the reactive near field, the radiating near
field, and the far field.

In the reactive near field, energy is stored in the electric and magnetic fields very
close to the source but not radiated from them. Instead, energy is exchanged
between the signal source and the fields. If a target is capable of coupling energy
from the source fields, a signal will be coupled or received in the antenna.

The approximate field boundaries are as follows:

Electrically small antenna,
reactive near field

Electrically large antenna,
reactive near field

Electrically large antenna,
radiating near field

r</2� r< 0.62 (D3/l )1/2 r< 2D/

Any consideration of the signal detected in a radar receiver should therefore
fully account for the physical proximity of the antenna and the target. In the case of
an electrically small antenna on the surface of a dielectric and radiating frequencies
in the reactive near field centred at 0.5GHz (m= 30 cm for a dielectric whose
er= 4), it can be seen that targets closer than 5 cm will have increased field
contributions, whereas a radar radiating shorter wavelengths will lose out on the
increased field contributions because it moves into the electrically larger zone
Studies of accurate near-field measurements of GPR antennas are considered by
Yarovoy et al. (2007) and Lenler-Eriksen (2005).
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Figure 4.3 Signal level versus distance for components of a dipole field.

Antennas 103



In more conventional radar systems, the fields of the antenna are classified as
follows:

Near field, also called the reactive near-field region, is the region that is closest to
the transmitting antenna and for which the reactive field dominates over the
radiative fields.

Fresnel zone, also called the radiating near-field region, is that region between
the reactive near-field and the far-field regions and is the region in which the
radiation fields dominate and where the angular field distribution depends on the
distance from the transmitting antenna.

Far Field or Fraunhofer zone is the region where the radiation pattern is independent
of the distance from the transmitting antenna. In the far field, the power received per
unit area from an isotropic antenna is calculated from the following equation:

Pr =
Pt

4�R2
ð4:4Þ

This equation is also referred to as the inverse square law, since doubling the range
gives a four-fold reduction in signal power. The region where the near field
becomes the far field is a gradual transition; however, for practical applications,
radio and optical engineers have defined the maximum radius to be rmin and
corresponds to distance 1 on the x axis in Figure 4.3. This is also sometimes
known as the Rayleigh distance.

Ground penetrating radar can thus be operated in several modes; most usually it
is operated in a proximal mode whereby the antenna is electrically closer to the
lossy dielectric so that the quasi-stationary or reactive fields are dominant or less
often where the Fresnel or Fraunhofer regions dominate.

4.2.2. Gain

Gain is a widely used parameter directly measurable by substituting an antenna with
known gain (generally a gain reference antenna) in for an Antenna Under Test
(AUT). The output levels of the AUT and the gain reference can then be measured
for the same incident field. The gain can then be determined by comparing those
measured levels. Gain of an antenna is expressed in dB, 10 log10(numerical gain),
which is generally referenced to an isotropic radiator and expressed as dBi. The gain
expressed for an antenna is generally the maximum or peak gain.

The gain of an antenna is defined as follows:

G= eD=
4p
2

Aeff ð4:5Þ

where

D is the directivity
Aeff is the antenna effective aperture

Note that the gain of an antenna also includes contribution due to resistive losses
within the antenna, and this gives rise to the alternative concept of directivity.
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4.2.3. Directivity

Directivity is similar to gain, but the resistive losses are not included. The directive
gain of an antenna is given by

GD =
maximum radiation intensity

average radiation intensity

and an approximate expression for this is given below:

GD =
4p

�A�E

ð4:6Þ

where

�A is the azimuth 3-dB beamwidth
�E is the elevation 3-dB beamwidth

The directivity of an antenna is generally combined with efficiency and
expressed as gain as described above. The half-power beamwidth (HPBW), �A,
of an antenna is an expression, in degrees, of the width of the radiated beam
between the half-power and 3 dB points (down from the peak of the beam).
Many antennas will exhibit one HPBW in azimuth and a different HPBW in
elevation written as HPBWA (�A) and HPBWE (�E). An antenna described as
omni-directional will have equal coverage in all directions. A typical wide-band,
omni-directional (in azimuth) antenna will have a HPBWA of 360� and HPBWE

of 50�. A full characterisation of the radiation pattern of an antenna requires a 3D
measurement whereas cuts in the principal planes provide only a partial under-
standing of the pattern. Radiation patterns in dielectrics may differ radically
from those in free space and the measurement in the latter is not trivial. Probes
for the measurement of radiated field and their associated means of transmitting
energy to equipment should not perturb the field being measured. Fibre optically
coupled probes have been used to minimise disturbance of the radiated field;
however, such methods require extensive and sophisticated measurement instru-
mentation to be immersed in the dielectric. Simpler techniques using small loop
antennas or small dipoles and orthogonally arranged feed cables have been used
but great care must be taken in layout to avoid distorting the actual field by the
measurement probes.

4.2.4. Coupling energy into the ground

The proximity of the antenna to the ground means that it is necessary to consider
the coefficients of reflection and transmission as the wave passes through the
dielectric to the target. Snell’s laws describe the associated angles of incidence,
reflection, transmission and refraction. For proximal operation, the efficiency of the
coupling process is generally high, but this is not the case for standoff radar systems
since, where lossy materials are involved, complex angles of refraction may occur.
Buried targets pose a difficult detection problem for standoff radars, and their
performance is strongly influenced by the ground conditions. With vertical
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polarisation at incidence angles less than the Brewster angle, transmission losses at
the air/ground interface are relatively small, but at incidence angles larger than the
Brewster angle, the losses increase more rapidly. The dependence of transmission
loss on dielectric constant and angle of incidence suggests that this should be not
more than 85�. Hence to maximise the operating range, the radar should be
mounted as high off the ground as possible. Thus for a given height, the perfor-
mance of the radar will be set by the relative dielectric constant of the ground. In
addition to the problem of coupling energy into the ground, the effective cross
section of all targets decreases when they are buried. Measurements and modelling
suggest that under conditions of negligible attenuation losses, as are expected in
very arid ground or for shallow burial depths, target-to-clutter ratios are expected
to be degraded on burial by approximately 10 dB. Clutter is considered to be
unwanted returns from sources other than the targets of interest. Under the same
conditions, the cross section of non-metallic targets is reduced by a larger factor
because of reduced dielectric contrast between it and the surrounding soil, so that
non-metallic targets are more readily detected in wet sandy conditions than in dry
conditions.

4.2.5. Antenna efficiency

Antenna efficiency relates to the fact that all antennas suffer from losses. A simple
horn antenna, for example, will not be as efficient as a perfect aperture of the same
size because of phase offset. The real efficiency of an antenna combines impedance
match with other factors such as aperture and radiation efficiency to give the overall
radiated signal for a given input. The best and most widely used expression of this
efficiency is to combine overall efficiency with directivity (of the antenna) and
express the efficiency times directivity as gain.

4.2.6. Sidelobes and back lobes

Sidelobe level: The energy radiated at lobes other that the main lobe on boresight is
termed the sidelobe or sidelobes. The maximum sidelobe level is often dictated by
the regulatory bodies for transmit antennas that could interfere with other systems if
the sidelobe levels were excessive.

Front-to-back ratio: Often listed in dB, this specification is the difference
between the peak gain of the antenna and the radiation at the back of the antenna
(often 180� from the peak of the beam).

For GPR, a low level of sidelobes and back lobes is important to reduce the
cross coupled energy, which could saturate the receiver and reduce reflections from
structures behind the antenna.

4.2.7. Bandwidth

An antenna will radiate energy over a defined bandwidth. This is sometimes
defined as that bandwidth where the input voltage–standing wave ratio (VSWR)
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is 2:1. Most antennas possess a fractional bandwidth, which is defined by the
following expression:

B= 2
ðFh � FlÞ
ðFhþFlÞ ð4:7Þ

where

Fh is the highest frequency limit (�10 dB below maximum of the power spectral
density envelope)

Fl is the lowest frequency limit (�10 dB below maximum of the power spectral
density envelope)

An ultra-wide-band antenna has a bandwidth equal to or greater than 25% of the
fractional bandwidth about the carrier frequency. Most GPR systems need to use
antennas that have a minimum octave bandwidth and often up to decade
bandwidth.

4.2.8. Polarisation – linear, elliptical, circular

The polarisation of an antenna is the orientation of the transmitted (or received)
electric field (E field). The optimum polarisation for a system depends on the
polarisation of other antennas in the system. An infinite number of polarisations
exist, but the most common are linear, elliptical and circular. For a linear antenna,
three possibilities are generally seen: vertical, horizontal and slant linear. It is
important to match linear polarisations for transmit and receive antennas. A linear
polarisation mismatch can result in up to a 20 dB loss (for cross-linear polarisation).
Circular polarisation is generally given as right-hand circular polarisation (RHCP)
or left-hand circular polarisation (LHCP).

Where the target is, for example, a planar surface, then linear polarisation is the
obvious choice for the system designer. Where, however, the target is a buried
pipe or cable, then the backscattered field exhibits a polarisation characteristic,
which is independent of the state of polarisation of the incident field. For linear
targets, it is possible to use orthogonally disposed transmit and receive antennas as
a means of preferential detection. Essentially the received signal varies sinusoidally
with angle between antenna pair and the target. As it is inconvenient to physically
rotate the antenna, it is also possible to electronically switch (commutate) the
transmit/receive signals to a set of multiple colocated antenna pairs. A further step
along this overall strategy is to employ circular polarisation, which is essentially a
means of automatically rotating the polarisation vector in space. However, circular
polarisation inherently requires an extended time response of the radiated field and
in consequence either hardware or software deconvolution of the received signal
is needed.

It has been found that very large diameter pipes exhibit depolarising effects,
not from the crown of the pipe but from the edges. The choice of polarisation-
dependent schemes should thus be considered very carefully as it may not be
possible to cover all possible sizes of targets with one antenna/polarisation scheme.
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4.2.9. Antenna phase centre

The phase centre of an antenna is considered to be that point where the source of
an expanding spherical shell of radiation is situated. The concept of a phase centre is
somewhat artificial as all radiations have to originate from an oscillating current
source, which occupies some physical space rather than a point. As noted earlier,
the isotropic radiator is a useful fiction but a real source of uniform radiation in all
directions is difficult to achieve.

The importance of the concept of antenna phase centre relates to the character-
istics of the radiated field. For example, with an antenna such as a log periodic or
spiral, the physical position of the source of radiation at a particular frequency will
vary along either the length of the antenna or the position across the antenna. With
horn antennas, the phase centre will depend on the aperture distribution and the
taper of the horn and the resultant far field pattern will be affected by the variation
of phase centre.

4.2.10. Antenna patterns

Antenna patterns show the gain of the antenna versus angle in a graphical manner.
Generally two patterns, called principal plane cuts, that show the azimuth and
elevation plot of antenna gain are provided. These patterns will show not only the
gain and beamwidth for the main beam of the antenna but also sidelobes and the
back lobe of the antenna. Such plots can be in polar form or linear form and an
example of each is given in Figure 4.4 or in Cartesian form in Figure 4.5.
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Figure 4.4 Typical far-field radiation pattern of an antenna showing main lobe, sidelobes and
back lobes. Signal level in dB.
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4.2.11. Time sidelobes and ring-down

Ground penetrating radar antennas often have to work at very short ranges of some
tens of nanoseconds and therefore the rate of decay of energy stored within the
antenna is a key parameter in defining the inherent self clutter of the complete radar
system. These time sidelobes would obscure targets that are close in range to the
target of interest; in other words, the resolution of the radar can become degraded if
the impulse response of the antenna is significantly extended. Two examples of the
effect of time sidelobes are shown. The linear amplitude of the time domain
waveform is shown in Figures 4.6 and 4.7.

As can be seen, although the linear plot suggests that the waveform is marginally
acceptable, the graph in dB shows that the sidelobes would limit this particular radar’s
sensitivity in that targets whose amplitude was less than the time sidelobe level would
not be able to be detected unless some form of deconvolution was employed.
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Figure 4.5 Typical linear plot of antenna radiation pattern (dB) versus degrees (shown shifted
by180� for convenience).
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Figure 4.6 Linear amplitude of radiated impulse with time sidelobes.
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In contrast, the Ricker wavelet, which is the ideal function for a GPR to radiate,
has a much better rate of decay and thus would enable a GPR to detect targets at
much lower levels. Control of the range sidelobes in any type of GPR is a
fundamental issue for the GPR system performance as shown in Figures 4.8 and 4.9.

4.2.12. Antenna footprint

The azimuth and elevation resolution of theGPR is defined by the characteristics of the
antenna and the signal processing employed. In general, radar systems (apart from
synthetic aperture radar (SAR)) require a high antenna gain to achieve an acceptable
plan resolution. This necessitates a sufficiently large aperture at the lowest frequency to
be transmitted. Therefore, to achieve small antenna dimensions and high gain, the use
of a high carrier frequency is required, which may not penetrate the material to
sufficient depth. When selecting equipment for a particular application, it is necessary
to compromise between plan resolution, the size of antenna, the scope for signal
processing and the ability to penetrate the material. Plan resolution improves as
attenuation increases, provided that there is sufficient signal to discriminate under the
prevailing clutter conditions. In low-attenuationmedia, the resolution obtained by the
horizontal scanning technique is degraded, but only under these conditions do syn-
thetic aperture techniques increase the plan resolution. Essentially the ground attenua-
tion has the effect of placing a ‘‘window’’ across the SAR aperture, and the higher the
attenuation, the more severe the window. Hence in high-attenuation soils, SAR
techniquesmaynot provide anyuseful improvement toGPR systems. SARtechniques
have been applied to GPR but very often in dry soils with low attenuation.

The plan resolution of a subsurface radar system is important when localised
targets are sought and when there is a need to distinguish between more than one
at the same depth. Where the requirement is for location accuracy, which is
primarily a topographic surveying function, the system requirement is less
demanding.

The effect of the radiation footprint on the ground can be seen from Figure 4.10,
which shows an energy projection on the ground surface, where the distance

0 500 1000 1500 2000
–100

–100

50

0
1

en (t )

Nt0

Figure 4.7 Amplitude (dB) of radiated impulse in Figure 4.6.
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between the radiating source and the ground surface has been increased from
0.1 to 0.5m (left to right). The ground area is 2m� 2m and it can be seen that
the width of the 3-dB footprint increases considerably as the source is raised from
the ground. The effect of this on the image resolution is also considerable as the
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Figure 4.10 Radiation footprint on the ground from an isotropic source.
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Figure 4.8 Ricker wavelet in the time domain showing envelope of the function.
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Figure 4.9 Amplitude (dB) of the envelope of the Ricker wavelet.
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convolution of the antenna pattern with the target causes a blurring of the target
image as shown in Figure 4.11. The simulated targets represent buried targets of
various shapes and sizes and are used to gain an appreciation of the effect of
increasing antenna to ground spacing. The original targets are shown in A and
the effect of antenna to ground spacing is shown in C.

The plan resolution is defined by the characteristics of the antenna and the signal
processing employed. In general, to achieve an acceptable plan resolution, a high
antenna gain is required. This necessitates an antenna with a significant aperture at
the lowest frequency transmitted. Therefore, to achieve small antenna dimensions
and high gain, the use of a high carrier frequency is required, which may not
penetrate the material to sufficient depth. When choosing equipment for a parti-
cular application, it is necessary to compromise between plan resolution, the size of
antenna, the scope for signal processing and the ability to penetrate the material.

In low-attenuation media, the use of advanced signal processing techniques is
possible by means of measurements made using transmitter and receiver pairs at a
number of antenna positions to generate a synthetic aperture or focus the image.
Unlike conventional radars, which generally use a single antenna, most GPR
systems use separate transmit and receive antennas in what has been termed a
bistatic mode. However, as the antenna configuration is normally mobile, the
term bistatic is not really relevant.

4.3. ANTENNAS FOR GROUND PENETRATING RADAR

4.3.1. Introduction

Where the radar system is a time domain system that applies an impulse to the
antenna, there is a requirement for linear phase response and this means that only
a limited number of types of antenna can be used unless the receiver uses a
matched filter to deconvolve the effect of the frequency-dependent radiation
characteristics of the antenna. Where the radar system is frequency-modulated or
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Figure 4.11 Effect of convolution of antenna footprint on ground penetrating radar (GPR)
image.
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synthesised, the requirement for linear phase response from the antenna can be
relaxed and log periodic, horn or spiral antennas can be used as their complex
frequency response can be corrected if necessary by system calibration. The
overall configuration is further complicated by the use of separate transmit and
receive antennas, which causes a convolution of the separate radiation patterns to
form a composite pattern.

The use of separate transmit and receive antennas is dictated by the difficulty
associated with operation with a single antenna, which would require an ultra-fast
transmit receive switch. As it is not yet possible to obtain commercially available,
ultra-fast transmit–receive switches to operate in the subnanosecond region with
sufficiently low levels of isolation between either transmit and receive ports or
breakthrough from the control signals, most surface-penetrating radar systems use
separate antennas for transmission and reception in order to protect the receiver
from high level of transmitted signal.

Therefore the cross-coupling level between the transmit and the receive
antenna is a critical parameter in the design of antennas for surface-penetrating
radar, and satisfactory levels are usually achieved by empirical design methods.
Typically, a parallel dipole arrangement achieves a mean isolation in the region
of �50 dB, whereas a crossed dipole arrangement can reduce levels of cross-
coupling to �60 dB to �70 dB. For the crossed dipole arrangement, such levels
are highly dependent on the standard of mechanical construction and a high degree
of orthogonality is necessary. The crossed dipole is sensitive to variations in antenna
to surface spacing, and it is important to maintain the plane of the antenna parallel
with the plane of material surface to avoid degrading the isolation.

4.3.2. Coupling into a dielectric

It is important to appreciate the effect of the material in close proximity to the
antenna. In general, this material, which in most cases will be soil or rocks or indeed
ice, can be regarded as a lossy dielectric and by its consequent loading effect can play
a significant role in determining the low-frequency performance of the antenna and
hence surface-penetrating radar. The behaviour of the antenna is intimately linked
with the material, and in the case of borehole radars, the antenna actually radiates
within a lossy dielectric, whereas in the case of the surface-penetrating radar
working above the surface, the antenna will radiate from air into a very small
section of air and then into a lossy half space formed by the material. The behaviour
of antennas both within lossy dielectrics and over lossy dielectrics has been inves-
tigated by Junkin and Anderson (1988), Brewitt-Taylor et al. (1981), Burke et al.
(1983) and Rutledge and Muha (1982) and is well reported. The propagation of
electromagnetic pulses in a homogeneous conducting earth has been modelled by
Wait (1960) and King and Nu (1993), and the dispersion of rectangular source
pulses suggests that the time domain characteristics of the received pulse could be
used as an indication of distance.

The interaction between the antenna and the lossy dielectric half space is also
significant as this may cause modification of the antenna radiation characteristics both
spatially and temporally and should also be taken into account in the system design.
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In the case of an antenna placed on an interface, the twomost important factors are the
current distribution and the radiation pattern. At the interface, currents in the antenna
propagate at a velocity, which is intermediate between that in free space and that in the
dielectric. In general, the velocity is retarded by the factorHer.

The net result is that evanescent waves are excited in air, whereas in the
dielectric, the energy is concentrated and preferentially induced by a factor of
n3:1. The respective calculated far-field power density patterns, in both air and
dielectric, are given by Rutledge (1982) (as shown in Table 4.1) and these are
plotted for relative dielectric constants of 2, 4, 6 and 8 in Figures 4.12 and 4.13.
The lower plots are smallest for the relative dielectric constants of 2 and increase
incrementally to 8 being the largest.

Table 4.1 Power density patterns in air and dielectric

Plane Power Power

S(��) Radiation pattern in air S(��) Radiation pattern in dielectric
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Figure 4.12 E-plane plot of far-field power density of a current element radiating into a
dielectric.
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The above expressions assume that the current source contacts the dielectric,
whereas a more general condition is when the antenna is just above the dielectric.
The sidelobes in the pattern are a direct result of reactive field coupling.
A significant practical problem for many applications is the need to maintain
sufficient spacing to avoid mechanical damage to the antenna. It can therefore be
appreciated that the effect of changes in distance between the antenna and the half
space causes significant variation in the resultant radiation patterns in the dielectric.
Where the source interface space is increased, the antenna field patterns are
modified by a reduction in the effect of the reactive field.

4.3.3. Time domain antennas

Examples of non-dispersive antennas are the TEM horn, the bicone, the bow-tie, the
resistive, lumped element-loaded antenna or the resistive, continuously loaded
antenna. A typical antenna used in an impulse radar system would be required to
operate over a frequency range of a minimumof an octave and ideally at least a decade,
for example, 100MHz–1GHz. The input voltage driving function to the terminals of
the antenna in an impulse radar is typically a Gaussian pulse, and this requires the
impulse response of the antenna to be extremely short. The main reason for requiring
the impulse response to be short is that it is important that the antenna does not distort
the input function and generate time sidelobes. These time sidelobes would obscure
targets that are close in range to the target of interest; in other words, the resolution of
the radar can become degraded if the impulse response of the antenna is significantly
extended. All of the antennas used to date have a limited low-frequency performance
unless compensated and hence act as high-pass filters; thus the current input to the
antenna terminals is radiated as a differentiated version of the input function.

0

–0.5

–1

–1.5

–2

–2.5

–3
–1.5 –1.13 –0.75 –0.38 0

Horizontal distance in arbitrary units

D
ep

th
 in

 a
rb

itr
ar

y 
un

its

hyi,e

Hi,e

0.38 0.75 1.13 1.5

Figure 4.13 H-plane plot of far-field power density of a current element radiating into a
dielectric.
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4.3.3.1. Dipole
Element antennas such as monopoles, dipoles, conical antennas and bow-tie anten-
nas have been widely used for surface-penetrating radar applications. Generally they
are characterised by linear polarisation, low directivity and relatively limited band-
width, unless either end loading or distributed loading techniques are employed in
which case bandwidth is increased at the expense of radiation efficiency. Various
arrangements of the element antenna such as the parallel dipole and the crossed
dipole, which is an arrangement that provides high isolation and detection of the
cross-polar signal from linear reflectors, have been used.

It is useful to consider those characteristics of a simple, normally conductive
dipole antenna that affect the radiation response to an impulse applied to the
antenna feed terminals.

As shown in Figure 4.14, two current and charge impulses will travel along the
antenna elements until they reach each end. At the end of the antenna, the
charge impulse increases while the current collapses. The charge at the end of

Current

Charge

t = t1

t = 2t1

t = 3t1

t = 4t1

Figure 4.14 Current and charge distribution on a conducting dipole antenna due to an applied
impulse.
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the antenna gives rise to a reflected wave carried by a current travelling back to the
antenna feed terminals. This process continues for a length of time defined by the
ohmic losses within the antenna elements. As far as the radiation field is concerned,
the relevant parameters, electric field strength, displacement current and energy
flow, can be derived from consideration of Maxwell’s equation.

The electric field component Ez is given by Kappen and Monich (1987) as

Ez= � 1

4p"0

Zl2
l1

1

c

dl

dt
þ @q

@z0

� �
1

r
dz0 ð4:8Þ

and must equal zero at the surface of the antenna. This condition can be
satisfied only at certain points along the element and implies that for a lossless
antenna, there is no radiation of energy from the impulse along the element.
The radiated field is therefore caused by discontinuities, that is, the feed point,
and end points are the prime sources of radiation. As would be expected, the
time sequence of the radiated field can be visualised by the electric field lines as
shown in Figure 4.15.

For this reason, the loaded dipole has become much used for time domain GPR
systems.

4.3.3.2. Loaded antennas
As it is required to radiate only a single impulse, it is important to either eliminate
the reflection discontinuities from the far end of the antenna by end loading or
reduce the amplitude of the charge and current reaching the far end. The latter can
be achieved either by resistively coating the antenna or by constructing the antenna
from a material such as Nichrome, which has a defined loss per unit area. In this

Figure 4.15 Radiated field pattern from a conducting dipole element due to an applied
impulse.

Antennas 117



case, the antenna radiates in a completely different way as the applied charge
becomes spread over the entire element length and hence the centres of radiation
are distributed along the length of the antenna.

In essence, the electric field Ez must now satisfy the following condition:

� 1

4p"0

Zl2
l1

1

c

dl

dt

@q

@z0

� �
1

r
dz0=R0I ð4:9Þ

which implies that some dispersion takes place. The electric field lines for the lossy
element are now different from the lossless case and are shown in Figure 4.16.
Further analysis of the radiation characteristics of a resistively coated dipole antenna
is given by Randa et al. (1991) and Esselle and Stuchly (1990).

The parameters of the antenna such as input resistance and resistivity profile
have all been extensively treated in a classic paper by Wu and King (1965). Lumped
element resistors can be placed at a distance /4 from the end of the antenna;
(Altshuler, 1961), and a travelling wave distribution of current can be produced by
suitable values of resistance. The distribution of current varied almost exponentially
with distance along the element. Instead of lumped element resistors, a continu-
ously distributed constant internal impedance per unit length can be used. The
parameters of a centre-fed cylindrical antenna can be characterised by a distribution
of current equivalent to a travelling wave.

The cylindrical antenna with resistive loading has been shown by Wu and King
(1965) to have the following properties:

The far-field pattern of the antenna comprised both real and imaginary com-
ponents, i.e.

Fm=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðF2

r þF2
i Þ

q
ð4:10Þ

Figure 4.16 Radiated field pattern from a resistively loaded dipole element due to an applied
impulse.
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where for a quarter wave antenna

Fr =
1þcos2�� 2 cos � p

2
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2
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sin3�

ð4:11Þ
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p
2

� �
sin3�
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The efficiency of the antenna is given as follows:

�=
Pr

PrþPa

ð4:13Þ
where

Pr is the radiated power
Pa is the absorbed power

For a resistively loaded antenna of the Wu–King type, the efficiency is approxi-
mately 10% but rises to a maximum of 40% for antenna lengths of 40.

The resistivity taper profile for a cylindrical monopole has the following form
given by Rao (1991):

RðzÞ= R0

1� z
H=

ð4:14Þ

where

R0 is the resistivity at the drive point of the element
H is the element length
Z is the distance along the antenna

A graph of resistivity versus length for a 200-mm element is shown in Figure 4.17.
The overall efficiency of this type of antenna can be improved by reducing the value of
R0 and an increase from 12 to 28% by reduction of R0 to 0.3R0 was shown by Rao.

Further improvement in bandwidth can be gained by matching the antenna
with a compensation network and a field probe has been developed, with a
bandwidth of 20MHz–10GHz, by Esselle and Stuchly. Obviously the use of a
compensation network further reduces efficiency, but with a high-impedance
receiver probe, a frequency range of 10MHz–5GHz can be achieved.

Resistively loaded dipoles have been used as electric field probes for electromag-
netic compatibility (EMC) measurement applications, and although the frequencies
of operation are well in excess of that used for surface-penetrating radar applications,
it is useful to consider the general approach adopted by Maloney and Smith (1991).

Antennas have been developed by Kanda, initially using 8-mm dipoles, to
measure frequencies up to 18GHz, and subsequently 4-mm dipoles were used to
measure over the frequency range 1MHz–40GHz with an error of +4 dB. The
transfer function of this antenna is in the order of �50 dB, which illustrates the
penalty that is paid for ultra-wideband width operation.
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A design that offers improved efficiency over the continuously loaded resistive
antenna is based on a pair of segmented blade antennas arranged in a butterfly
configuration and fed in phase. Each blade consists of a series of concentric conduct-
ing rings connected together by chip resistors. Radial cuts are used to reduce
transverse currents. The efficiency of this class of antenna is higher than the con-
tinuously loaded dipole without serious degradation of the time domain response.

4.3.3.3. Biconical antennas
The biconical antenna is simple enough to evaluate and to generate an approximate
solution to the wave equation and has been one of the most important in yielding
useful results for the antenna impedance problem. Much of this is available in the
literature but Schelkunoff gave particular attention. He concluded among other
things that the fatter the antenna, the more broadband its properties. The band-
width of the biconical antenna is a function of its length and angle and the design of
the ends. Suitable parameters can provide a usable octave performance. A useful
feature of the biconical antenna is that it can be developed into either a TEM horn
or a bow-tie antenna as shown in Figures 4.18–4.20.

4.3.3.4. Bow-tie antennas
The triangular bow-tie antenna has been widely used in commercial surface-penetrat-
ing radar systems. A triangular bow-tie dipole of 35 cm lengthwith a 60� flare angle can
provide useful performance over an octave bandwidth of 0.5 –1GHzwith a return loss
of better than 10 dB as shown by Brown and Woodward (1952). Evidently, without
some form of end loading, such an antenna would not be immediately suitable for use
with impulse radar systems, and the triangular antenna normally uses end loading to
reduce the ringing that would normally occur in an unloaded triangular-plate antenna.
The technique can also be used with a folded dipole, and the use of terminating loads
results in a transient response equivalent to one-and–a-half cycles (Young et al., 1977).
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Figure 4.19 Biconical antennawith small angle ^ a sector of this can be used forTEMhorn.

Figure 4.20 Biconical antenna realised as planar structure ^ leads to bow-tie antenna.

Figure 4.18 Basic biconical antenna.

Antennas 121



4.3.3.5. TEM horn antennas
The TEM horn antenna is important in GPR because of its time domain
characteristics. In this section,weshall consider theuseof antennascapableof supporting
a forward-travelling TEMwave. In general, such antennas consist of a pair of conduc-
tors, either flat, cylindrical or conical in cross section forming a V structure in which
radiation propagates along the axis of the V structure as shown in Figure 4.21 and is
termed the tapered impedance travelling wave antenna (TWIT) and is a variant of the
basic TEM structure. Although resistive termination is used, this type of antenna has
directivity in the order of 10–15 dB; hence useful gain can still be obtained even with a
terminating loss in the order of 3–5 dB. The travelling wave current in one of the
cylindricalelementsof aVantennaisgivenbyIlzuka (1967)andisalsodiscussedbyKing.

It= Ia e
�j�z ð4:15Þ

Hence the azimuthal radiation field E is given by the following equation:

E=
j!� e�j�r

4p

Z l

0

I0 e
�j�zð1�cos �Þsin � dz ð4:16Þ

where

R is the loading resistance
l is the length of the element
z is the distance from the radiating source
� is the angle in H plane

This simplifies to

ETð�Þ= 1� expð�j�ðl0 � l1Þð1� cos �ÞÞ
ð1� cos �Þ sin � ð4:17Þ

Resistive
loading

Balanced feed

Boresight

Figure 4.21 Basic tapered impedance travellingwave antenna (TWIT) horn antenna for time
domain signals.
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However, a standing wave caused by the resistive termination at the end of the
antenna also exists and the contribution from this is given by the following
equation:

ESð�Þ= j
expð�j�ðl0 � l1Þðcos �ÞÞ

sin �
cos

p
2
cos �

� �
þ j sin

p
2
cos �

� �
� cos �

� �h i
ð4:18Þ

The resultant field from one element can be derived from the sum of the
contribution

E0ð�Þ=ETð�ÞþESð�Þ ð4:19Þ

and hence the field from both elements is

E=E0
Uð�ÞþELð�Þ ð4:20Þ

where

U denotes the upper element
L denotes the lower element

The antenna will in fact radiate an impulse, which is extended in time as a
consequence of the geometry of the antenna. The pulse distortion on boresight is
given by Theodorou et al. (1981).

t=
L

�
ð1� cos �Þ ð4:21Þ

where

� is the half angle between the elements
L is the element length
� is the phase velocity of waves along the antenna

Evidently a small flare angle and a short element length help in reducing pulse
extension.

The electric field on boresight is related to the time derivative of input current
and is given by

E=
��0L sin �

2pr
@I1ðt � r=uÞ

@t
ð4:22Þ

The impedance of the antenna should vary in such a way that the derivative of
impedance at the feed and end parts is a minimum and along the antenna is low.

Typically the characteristic impedance is given as a function of distance x as

Z0ðxÞ=Zx expð�K1 cos K2xÞ ð4:23Þ
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Hence

dZ0ðxÞ
dx

! 0 for K2x= 0 _ p ð4:24Þ

Usually the feed impedance is in the order of 50 � and the end impedance is desired
to be equal to that of free space (377 �). However, there is usually a difference
between the transmission line wave impedance characteristic and that of wave in
free space, and a design to meet the given criteria in terms of return loss must take
this effect into account.

Graphs of both typical antenna impedance and rate of change of impedance as a
function of length are shown in Figures 4.22 and 4.23. Using this characteristic, a
typical antenna–antenna time domain response is shown in Figure 4.24.

Improved directivity can be obtained using a V-conical antenna as shown by
Shen et al. (1988). A pair of triangular metal plates bent around a cone forms this.
The antenna is characterised by two angles, the flare half angle and the azimuthal
angle Ø. Further developments of the TEM horn design from the original design
first described by Wohlers (1970) are found in papers by Daniels (1977), Evans and
Kong (1993), Reader et al. (1985) and Foster and Tun (1993).

4.3.4. Frequency domain antennas

This class of antennas has a geometry entirely defined by angles and exhibits a
performance over a range of frequencies set by the overall dimensions of the
structure. Typical examples are the biconical dipole, equiangular spiral and conical
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Figure 4.22 Characteristic impedance of a travelling wave antenna.
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Voltage in mV
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nanoseconds

Figure 4.24 Time domain response of a pair of travellingwave antennas used in a face-to-face
configuration.
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Figure 4.23 Rate of change of impedance of a travelling wave antenna.
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spiral. Log periodic structures can also provide broadband performance but are not
completely defined in terms of angles (Rumsey, 1966).

Variousdevelopmentsof the spiral antennaor conical spiral antennahavebeencarried
out by Miller and Landt (1977), Pastol et al. (1990), Dyson (1959), Morgan (1985),
Kooy (1984), Deschamps (1959), Bower andWolfe (1960) and Goldstone (1983).

Examples of dispersive antennas that have been used in surface-penetrating radar
are the exponential spiral, the Archimedean spiral, the logarithmic planar antenna,
the Vivaldi antenna and the exponential horn.

4.3.4.1. Vivaldi
In theory, the bandwidth of Vivaldi antenna is infinite. In practice, the main
bandwidth limitations are the aperture size, which defines the low-frequency
limit, and the slotline-to-microstrip transition, which defines the high-frequency
limit. The Vivaldi antenna (Gibson, 1979) also falls into the class of a periodic,
continuously scaled antenna structure and within the limiting size of the structure
has unlimited instantaneous frequency bandwidth. It provides end-fire radiation
and linear polarisation and can be designed to provide a constant gain–frequency
performance.

The Vivaldi antenna consists of a diverging, slot-form guiding conductor pair as
shown in Figure 4.25. The curve of one of the guiding structures follows the
following equation:

z=A ekx ð4:25Þ
Radiation is produced by a non-resonant travelling wave mechanism by waves
travelling down a curved path along the antenna. Where the conductor separation
is small, the travelling wave energy is closely coupled to the conductor but becomes
less so as the conductor separation increases. The Vivaldi antenna provides gain
when the phase velocity of the travelling wave on the conductors is equal or greater
than that in the surrounding medium. Typical radiation patterns for an elemental
Vivaldi are shown in Figure 4.26.

The lower cutoff frequency is defined by the dimensions of the conductor
separation, being a half wavelength, and the gain is proportional to the overall
length. The impulse response of the antenna is extended due to the non-stationary
phase centre but can of course be corrected by the use of a matched filter. Note that
the sidelobe and back lobe radiation is significant unless suitable absorbers and
screening are used.

Figure 4.25 Vivaldi antenna.
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4.3.4.2. Equiangular antennas
The impulse response of this class of antennas is extended and generally results in a
‘chirp’ waveform if the input is an impulse. The main reason for this is that the high
frequencies are radiated in time before the low frequencies as a result of the time
taken for the currents to travel through the antenna structure and reach a zone in
which radiation can take place as shown in Figure 4.27.

The geometry of the equiangular spiral is defined by the following equation:

	=� ea� ð4:26Þ

4.3.4.3. Horn antennas
Horn antennas have found most use with frequency modulated continuous wave
(FMCW) surface-penetrating radars where the generally higher frequency of
operation and relaxation of the requirement for linear phase response permits the
consideration of this class of antenna. Exponentially flared TEM horns with
dielectric loading have been developed to operate over decade bandwidths
(Kerr, 1973). The design of horn antennas is well covered in the literature but of
particular interest is the short axial-length, double-ridged horn (Daniels, 1991) as
shown in Figure 4.28.

Figure 4.27 Equiangular planar spiral antenna.

Figure 4.26 Calculated radiation patterns of elemental Vivaldi antenna (Courtesy: ERA
technology).
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This design can provide useful gain over a decade bandwidth using a logarith-
mic characteristic curve for the ridges. Typically the short axial-length horn
provides a VSWR of better than 2:1 and a gain of 10 dB over a frequency band
of 0.2–2GHz for an axial length of 0.76m. The concept of the ridged horn design
can be adapted to form a quad-ridged horn operating from 0.3 to 1.9GHz.
A return loss of better than 10 dB and a cross-coupling level of better than 35 dB
can be obtained. The quad-ridged horn can be used to extract information on the
polarisation state of the reflected signal.

An FMCW radar has been developed using an offset paraboloid fed by a ridged
horn (Sun and Rusch, 1991). The arrangement was designed to focus the radiation
into the ground at a slant angle to reduce the level of reflection from the ground.
Care needs to be taken in such arrangements to minimise the effect of back and
sidelobes from the feed antenna, which can easily generate reflection from the
ground surface. Although horn antennas have been mostly used with FMCW
systems, it is possible to radiate pulses.

4.3.5. Array antennas

Arrays of antennas are an obvious method of increasing the rate of survey of areas of
the ground and have been designed and built for road survey and mine detection.
Some examples of antenna configurations are given below. There are two
approaches to array design. The first is simply to take a number of single-channel
radars, slave them with a master logger and arrange for the data to be appropriately
logged. The other approach is to design the system as an integral array design and
exploit the increased capability offered by combining multiple looks and SAR
processing. Consideration as to whether the antenna/system should be downward
look or forward look is important. A number of antenna array designs are discussed
in Chapter 14. With all array systems, it is important that the surface clutter is
properly removed. Close coupling of the antenna to the ground surface is one

Figure 4.28 Short axial^ length, double-ridged horn antenna.
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method. An alternative relies on coherent subtraction but this often means that the
ground topography must be relatively smooth. Where removal of the surface
clutter is not easy then antennas operating off-normal incidence can be used.
However, this in turn brings other problems, and antenna near-field effects must
be accounted for and the effect of grazing angle can be a limitation as it limits the
potential for full 3D imaging because of the refractive index of the ground
compressing the beam within the soil.

All array systems are geared to generate an image of the buried targets, and for
that, accurate positioning of the array elements is crucial. This can be achieved with
differential GPS (DGPS) systems coupled with inertial navigation systems (INS).

An example of the first approach to array design is that taken by theCART Imaging
System� (‘CART’ stands for ‘computer-assisted radar tomography’) from Witten
Technologies, Inc. See www.wittentech.com/products_CART.html

This uses a fixed array of nine transmitters and eight receivers. Each radar
element in the array is a standard ultra-wideband GPR from Mala Geoscience,
which broadcasts an impulse with a frequency spectrum from about 50 to
400MHz. The array is controlled by special electronics that fires the transmitter
elements and controls the receivers in sequence to create 16 standard bistatic GPR
channels covering a 2m swath on the ground. In this standard ‘bistatic’ mode of
operation, each transmitter fires twice in sequence, with each firing being recorded
by an adjacent receiver. A multi-static mode, in which each transmitter fires once in
sequence and is recorded by all the receivers, is also possible. The array can be
towed by a vehicle or pushed in front of a modified commercial lawnmower at
speeds up to about 1 km/h (30 cm/s).

Alternative approaches have been adopted by companies in the United States
(Planning Systems, GeoCenters, BASystems (ex GDE), Mirage, ARL, Jaycor, SRI,
Coleman), United Kingdom (ERA Technology, Thales and PipeHawk), France
(Thales, Satimo), Germany (Rheinmetall) and Israel (Elta), who have developed
array systems as an integral design rather than combining existing single channel
radars. Much of the interest in high-speed array radar systems is for mine detection.
Work is being carried out on various national (US, UK, Canada, Germany, France,
Netherlands etc.) as well as international CEU programmes particularly for mine
detection. Arrays are typically between 1 and 4-m in width and can operate at
speeds up to 10 km/h.

The key issues for the design of multi-element GPR systems lie in the channel-
to-channel performance and tracking over the desired operational environmental
range. A 32-channel GPR system, for example, must maintain calibration of both
start time and time linearity for all channels within demanding limits. In addition,
the relative gain and, if used, time-varying gain profile must also match to within-
close tolerances. Where the antenna array is spaced off the ground, there may also
be the need to compensate for variations in surface topography. A further aspect to
be considered is the antenna element spacing. This needs to be adequate to provide
proper resolution of the wanted target, and it can be shown that the probability of
detection with respect to small targets is closely related to the density of the
elements of the antenna array. An example section showing 16 elements of a
4-m-wide swathe radar system with a total of 32 antenna elements is shown in
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Figure 4.29. This was developed as part of the UK Minder CAP programme on
behalf of the UK MoD as shown in Figure 4.30.

The architecture of the system is based around 16 receivers (8 only shown) each of
which sequentially sample the signal incident on receive antenna elements. The trans-
mitters are synchronised by adjacent receivers and a central master clock. The system is
designed to be modular in that it can be increased either in width or alternatively in
density and up to 64 channels can be configured. The transmitter–receiver modules can
be used either singly or up toN/2, whereN is the number of antenna elements.

However, the ability to carry out beam forming by means of inverse synthetic
aperture processing could be potentially valuable in many applications. Rutledge and

Receiver Transmitter Receive antenna

Transmit antenna 

Figure 4.29 Blockdiagram of 16-channel radar system (Courtesy: ERA technology).

Figure 4.30 Photograph of downward-look, 32-channel array system used on MINDER
system (Courtesy: ERA technology).
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Muha consider the general situation of imaging antenna arrays while Anderson et al.
consider the specific problem of wideband beam patterns from sparse arrays.

If an array of emitters is driven by a sequence of impulses without any differ-
ential time delay, the radiated time sequence is as shown in Figure 4.31.

Note the gradual disappearance of the sidelobes as radiated wavefront propagates
away from the array. If the sequences of impulses are controlled in time by means of
a differential time delay between each element, the beam position can be steered as
shown in Figure 4.32.
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Figure 4.31 Timed-array antenna array.
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Figure 4.32 Beam steering bydifferential time delay.
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The possibility of beam steering by means of time control exists although the
inter-element time delay is limited to a maximum equivalent to the distance
between each element. An alternative means of beam forming is by means of an
array as shown in Figure 4.33. Here the objective was to create directivity in the
azimuth plane and was achieved by means of a beam-forming network using
wideband hybrid elements.

The use of timed transmitter arrays and inverse synthetic aperture processing
of the signals from a receiver array offers the possibility of achieving consider-
ably improved directivity over all the previous types of antennas discussed in
this chapter. A 10 � 10 element array will have peak sidelobe amplitude of
�26 dB of the main lobe (Anderson et al.) and beam steering of up to 50� is
feasible.
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Figure 4.33 Beam forming bydifferential time delay.
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4.4. SUMMARY

The antennas used in surface-penetrating radar systems are, for reasons of port-
ability, usually electrically small and consequently exhibit low gain. This has a profound
effect on the performance of the overall system and is probably the only example of a
radar system where antenna gain is, in general, so low. However, the bandwidth of the
antennas is very much greater than that normally used in conventional radar systems,
and surface-penetrating radars generally demonstrate very high-range resolution.

The choice of antenna is generally straightforward. The resistively loaded
dipole, bow-tie and TEM travelling wave antenna have been primarily used for
the impulse-based radar. Where matched filtering can be incorporated in impulse
radars, then either horn or frequency-independent antennas can also be considered.

All the classes of antenna discussed can be used in synthesised, FMCW or noise-
modulated radars. Attention must also be given to the means by which the antenna is
fed from the transmitter. Generally an antenna is a balanced structure but where
cables are used to connect the antenna to the transmitter or the receiver, somemeans
is needed for transforming from the unbalanced configuration of the feed cable to the
balanced structure of antenna. On this frequency range, baluns are generally com-
mercially available or alternatively purpose-designed units can be constructed.

It may be found that multiple reflections between the transmitter and the
antenna can be troublesome and these can be avoided by making the feed cable
long enough to place the reflection outside the time window of interest. This,
however, may be undesirable as the cable will act as a low-pass filter unless
compensated. An alternative is to mount the transmitter and the receiver immedi-
ately adjacent to the antenna and this, if correctly designed, can remove the need
for either a balun or a feed cable.

The anticipated main developments in the field of antennas appear to be related
to array antennas. The current interest in the development of free-space,
ultra-wideband radar systems may result in the transfer of useful developments.

4.5. DEFINITIONS

The following definitions are taken from IEEE Standard Definitions of Terms for
Antennas, IEEE STD 145-1983 and are relevant to some of the materials in this
chapter.

Adaptive (smart) antenna: An antenna system having circuit elements associated
with its radiating elements such that one or more of the antenna properties are
controlled by the received signal.

Antenna polarisation: In a specified direction from an antenna and at a point in its
far field, it is the polarisation of the (locally) plane wave, which is used to represent
the radiated wave at that point.

Antenna: That part of a transmitting or a receiving system, which is designed to
radiate or to receive electromagnetic waves.
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Coaxial antenna: An antenna composed of an extension to the inner conductor
of a coaxial line and a radiating sleeve, which in effect is formed by folding back the
outer conductor of the coaxial line.

Collinear array antenna: A linear array of radiating elements, usually dipoles, with
their axes lying in a straight line.

Copolarisation: That polarisation which the antenna is intended to radiate.
Cross-polarisation: In a specified plane containing the reference polarisation

ellipse, the polarisation orthogonal to a specified reference polarisation.
Directional antenna: An antenna having the property of radiating or receiving

electromagnetic waves more effectively in some directions than others.
Effective radiated power (ERP): In a given direction, the relative gain of a transmit-

ting antenna with respect to the maximum directivity of a half-wave dipole multi-
plied by the net power accepted by the antenna from the connected transmitter.

E-plane: For a linearly polarised antenna, the plane containing the electric field
vector and the direction of maximum radiation.

Far-field region: That region of the field of an antenna where the angular field distribu-
tion is essentially independent of the distance froma specified point in the antenna region.

Frequency bandwidth: The range of frequencies within which the performance of
the antenna, with respect to some characteristics, conforms to a specified standard.

Front-to-back ratio: The ratio of the maximum directivity of an antenna to its
directivity in a specified rearward direction.

Half-power beamwidth: In a radiation pattern cut containing the direction of the
maximum of a lobe, the angle between the two directions in which the radiation
intensity is one-half the maximum value.

Half-wave dipole: A wire antenna consisting of two straight collinear conductors
of equal length, separated by a small feeding gap, with each conductor approxi-
mately a quarter wave length long.

H-plane: For a linearly polarised antenna, the plane containing the magnetic field
vector and the direction of maximum radiation.

Input impedance: The impedance presented by an antenna at its terminals.
Isolation: A measure of power transfer from one antenna to another.
Isotropic radiator: A hypothetical, lossless antenna having equal radiation intensity

in all directions.
Log-periodic antenna: Any one of a class of antennas having a structural geometry

such that its impedance and radiation characteristics repeat periodically as the
logarithm of frequency.

Major/main lobe: The radiation lobe containing the direction ofmaximum radiation.
Microstrip antenna: An antenna that consists of a thin metallic conductor bonded

to a thin-grounded dielectric substrate.
Omni-directional antenna: An antenna having an essentially non-directional pattern in

a given plane of the antenna and a directional pattern in any orthogonal plane.
Radiation efficiency: The ratio of the total power radiated by an antenna to the net

power accepted by the antenna from the connected transmitter.
Sidelobe suppression: Any process, action or adjustment to reduce the level of the

sidelobes or to reduce the degradation of the intended antenna system performance
resulting from the presence of sidelobes.
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5.1. INTRODUCTION

Of all the topics associated with ground penetrating radar (GPR), data
processing and signal analysis are, arguably, the ones that cause the most controversy
amongst GPR users. How far a user should go beyond the basic processing steps of
dewow, time-zero correction, band-pass filtering, gain control and topographic
correction is a matter of personal opinion, experience and, ultimately, the nature of
the individual dataset. Even the list above will be too simplistic for some users who
will advocate that more sophisticated steps, such as spatial or frequency–wavenumber
(FK) filters or migration, are vital for their specific application area. As such, one
group of practitioners will always consider advanced processing steps compulsory for
good GPR practice, whilst others will question the need for such ‘complicated’ and
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costly processing. Even something as mundane as finding the ‘best’ gain function
can result in wide differences in opinion. Personally, I prefer to use an automatic
gain correction (AGC) for initial on-site data interpretation, spreading and expo-
nential correction (SEC) gains to evaluate the nature of the signal post-collection
and a spatially varying, user-defined gain function in the final post-processed,
published sections. This is in contrast to my colleagues who say that I am wasting
valuable interpretation time by ‘playing’ with the data and that the final result is
often no different, visually, from the basic AGC-gained section viewed on-site. In
some cases, they are right. However, it is the way I prefer to operate and other
users, who will have their own processing idiosyncrasies, will work differently from
me but produce the same results. What really matters is that the final interpretation
is valid, and although processing is important, ultimately, the key to good data
interpretation is good data collection in the first place.

There are many different GPR processing and analysis techniques out there, but
if the collected data are of poor quality to start with, no amount of processing will
rescue it – hence the adage rubbish in, rubbish out. In general, it is always best to go
with the simplest processing options first and stop when there is nothing else to gain
from the process. A good practical mantra for most users to adopt is if it cannot be
seen in the raw data – is it really there? As such, processing steps should be used to
improve the raw-data quality, therefore, making interpretation easier. In practice,
this means increasing the signal-to-noise ratio of coherent responses and presenting
the data in a format that reflects the subsurface conditions accurately. Many users
will interpret directly from the screen (or printout), particularly on-site. The
dynamic range of the information produced on a screen is about 10–20 dB, whilst
the dynamic range of a GPR system is at least 60 dB. This means that only a small
component of the available information is present on-screen and that potentially,
additional information can be extracted from the dataset by advanced signal proces-
sing. As such, the goal of advanced signal processing methods is to extract informa-
tion from the signal that can help characterise the physical/natural properties of the
subsurface rather than just help the user to ‘‘see something in a radargram’’. This
does not mean that a user can apply sophisticated processing steps blindly until they
get a ‘picture’ or an answer that they like (or want to believe) as these methods can
introduce user-dependent biases into the process. At best, this will ‘distort’ the final
interpretation, and at worst, will introduce features that are a product of the
ill-posed nature of that particular processing step. However, in specific application
areas (UXO, pavement evaluation and utilities for instance), targets are better
‘defined’ and the prudent use of application-related, sophisticated processing steps
can enhance data interpretation considerably (see Daniels, 2004 for some relevant
examples). Unfortunately, it is very easy to overprocess GPR data, and the novice
user, who armed with the latest software and good-quality data lovingly collected
in the field, can find the whole subject very daunting. All users want to process their
sections correctly whilst producing a ‘good picture’ that is easy to interpret.
Fortunately, the two are not mutually exclusive, and with good practice, it is
possible to obtain well-processed data that accurately reflects the true quality of
the collected data. Therefore, the aim of this chapter is to provide a practical
overview of the common GPR processing steps, from basic dewow to more
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sophisticated convolution and migration, without being too mathematical or the-
oretical. However, it is not intended to be an in-depth ‘GPR or signal processing
manual’ but instead will explain the basic concepts and practical aspects/limitations
of each technique.

Further reading and appropriate references are provided but, because the subject
area is so vast (it would easily make a book in its own right), omissions and
selectivity in the citations are inevitable. For readers with an engineering bent,
Chapter 7 of Daniels (2004) provides detailed information on GPR data processing,
including some of the more sophisticated techniques, whilst the practical notes of
Annan (1999, 2002) and the articles by Young et al. (1995) and Olhoeft (2000) are
invaluable for anyone. The ‘bible’ of seismic data processing by Yilmaz (2001) is a
must for the geophysically minded as many of the GPR processing steps have their
background in seismic processing. For those readers who wish to delve into the
murky world of digital signal processing methods, Ifeachor and Jervis (2002) and/or
Lyons (2004) are a good place to start, although, in general, it is unnecessary to be
an expert in signal processing to understand the intricacies of GPR data processing.
Purely due to length constraints, only the processing methods of the most common,
commercially based GPR systems and applications have been considered (i.e., time
domain, bistatic/monostatic impulse GPRs with simple antenna). Many of these
processing steps are applicable to other modulation types and antenna configura-
tions [e.g., multi-antenna array systems, frequency modulation continuous wave
(FMCW) systems] but they have not been dealt with specifically in the text. This is
an unfortunate, but unavoidable, concession and, as such, means that an immensely
interesting area of GPR data processing has been left uncovered. Daniels (1996,
2004) will provide more detailed information on these specialist techniques
along with related papers from journals such as the IEEE Transactions on: Geoscience
and Remote Sensing; Antenna and Propagation; Microwave Theory and Techniques; Radar
Sonar and Navigation; plus Geophysics, Near-surface Geophysics and the Journal of
Applied Geophysics.

Ultimately, most users process GPR data with dedicated proprietary software,
either system-specific (e.g., RADANTM – GSSI, 2008) or independent packages
that can import a range of different data types (e.g., IXGPRTM – Interpex, 2008;
Radar Unix – Grandjean and Durand H., 1999; Radexplorer – Deco Geophysical,
2008; ReflexW – Sandmeier Software, 2008). These programs usually come with
very comprehensive help and tutorial files, and these are always the first place to
look for help on the specifics of data processing with that particular program.

5.2. BACKGROUND AND PRACTICAL PRINCIPLES OF

GROUND PENETRATING RADAR DATA PROCESSING

In order to appreciate the nuances of modern GPR data processing, it is
worth spending some time discussing the background, development and practical
principles of the subject, plus the relationship between seismic data processing and
GPR methods. In the early days of GPR, systems were analogue and the GPR
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traces were shown on a screen and printed directly on paper. As such, data
processing was more concerned with the quality of the recorded trace and the
removal of noise/artefacts than obtaining better interpretations. Data processing
was the realm of the electronics engineer with the processing ‘steps’ built into
the system in the form of analogue electronics. With the development of lower-
cost analogue-to-digital converters and personal computing in the early 1980s,
GPR data processing passed into the digital age and modern signal processing
approaches became relevant. At the same time, significant advances were being
made in the digital processing of seismic data, and many of the techniques were
adapted for use with GPR. From a processing perspective, the two techniques
are very similar as the recorded data is a simply a spatially distributed collection of
time-domain, voltage signals containing discrete sets of pulses (or ‘wiggles’).
Consequently, the basic processing steps are the same and significant insights
into GPR processing can be gained from the seismic processing developments
of the period (Yilmaz, 2001). However, GPR is not seismics and there are a
number of key differences between the two, which are important for the validity
of the more advanced processing methods. One of the most central is the nature
and form of the transmitted wavelet, with the GPR pulse being more complex
than its seismic counterpart. Attenuation and dispersion effects are more extreme
with GPR, and therefore, the frequency component (and phase relationship) of
the signals can change markedly with recorded time and depth. Wavelets that
exhibit this behaviour are called ‘non-stationary’ or dispersive and their proces-
sing is more complex. Seismic signals do not suffer from the same degree of
alteration during propagation and many of the more advanced seismic processing
methods, particularly inversion, are less successful with GPR. Another significant
difference between seismics and GPR is the assumption about the nature of the
subsurface conditions. In comparative terms, GPR signals undergo a greater
degree of scattering and ‘interference’ during propagation as the natural scale of
heterogeneity in the subsurface is closer to the incident wavelength. In seismics,
the signals undergo less scattering and the data usually contain significantly more
coherent reflections and much less clutter than GPR. Velocity and travel time
variations are also less severe in seismics, and in general, the materials exhibit less
frequency dependence in their elastic properties. Above all else, the spatial
variation in the strength and polarisation of the propagating energy is different
between seismics and GPR. In basic terms, the S & P components of a propagat-
ing seismic wave front can be considered as non-polarising (although they do
have a specific orientation), relatively uniform in amplitude across the whole
wave front (non-directional) and spherical in their spatial form. A GPR wave
front is likely to be highly directional (amplitude varies significantly across the
wave), exhibits varying and complex electrical and magnetic field vector polar-
isations as the wave passes from near-field to far-field conditions and becomes
non-spherical as it encounters pathways with significant differences in velocity.
To add to this, antenna type (dipole, bow-ties, etc.), frequency, configuration,
degree of antenna ground coupling and specific material at the surface all have an
influence on the nature of GPR waves. The resultant complexity of all these
factors means that many of the more advanced seismic-based processing steps can
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perform poorly with GPR data (migration is a good example of this) and that the
degree of data processing required for a section is very much site-dependent.

5.3. GROUND PENETRATING RADAR DATA PROCESSING:
DEVELOPING GOOD PRACTICE

As the previous discussion illustrates, GPR data processing (and its subse-
quent interpretation) is not easy, and to many new users it can seem a bit of a
‘dark art’. There have been many times I have processed/interpreted a section to
death only to revisit it some months later as I have seen something new in
the data or have developed a new processing approach. Not everyone has this
luxury, and therefore, it is important to follow good practice guidelines from the
beginning. This way, at least the processing will be consistent, efficient and
realistic.

1. Keep it simple – In general, the amount of processing is dependent on the raw-
data quality, the specific needs of the user and the time/cost limitations of the
project. Therefore, if quick, approximate interpretations are satisfactory (as for
target location), then little processing is necessary. Ninety percent of all data
collected needs only basic processing. If more advanced processing is being
considered, then ask yourself why. Are you trying to achieve something that
is not possible with the quality of the data you have (i.e., is it too noisy?)? Is the
time effort worth it? If so, what can be achieved realistically and what benefit
will it provide? It may mean that the data is good enough to warrant only simple
quick processing and no matter what you do, the interpretation will be the
same. Always remember, it often takes much longer to process and interpret
the data than it does to collect it! That said, it does not mean that more advanced
processing methods are unsuitable, it is just that there may not be enough time
to apply them properly.

2. Keep it real – Avoid the temptation to overprocess in an indiscriminate fashion. The
more sophisticated the processing technique, the more likely it is to introduce
potential artefacts or bias into the data. Remember the basic adage from before ‘‘if
it cannot be seen in the raw data, is it really there?’’ Have you tested this? How can
you be sure what you see in the processed data is real? These are quality control
issues that must be considered before attempting methods that are more
sophisticated. Novice GPR users are often concerned that their processed sections
do not ‘‘look good’’, and, therefore, it must be their fault for not processing the data
properly.We are all to blame for this as nobody ever publishes bad data (believe me,
I have plenty). The data you have is the data you have – simple as that. If it looks
good, great, if not, well that’s the way it is. At the end of the day, it is the final
interpretation that counts, not how pretty the section looks.

3. Understand what you are doing – Make sure that you understand what the
processing steps are doing to the data. This is the only way to check what is
real and what is not. This applies to automated processing steps as well as the
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user-defined processes. Data processing must enhance GPR data interpretation
not control it.

4. Be systematic and consistent – Make sure that you are consistent with your
processing steps and follow a defined processing flow route through the
processing steps (e.g., dewow, then time-zero correction, then filters). If
possible, use the same parameters on equivalent datasets and record the details
of each processing step in a data processing sequence log, or similar processing
diary. This is vital when attempting to batch process a large number of similar
GPR sections. Processing parameters (e.g., the gain window) should be selected
on some physical or practical criteria, such as pulse length, rather than an
arbitrary guess at the best value.

This last point is very important, as good-quality, realistic data processing relies
on a systematic approach to the processing sequence and the accurate recording of
all processing steps and parameters. In practice, the specific nature of each step
and its position within the processing flow sequence is often dictated by the
processing software being used. Many modern, system-related programs are
tailored for defined applications (e.g., utility detection) and/or set antenna-system
configurations. This is not a bad thing, per se, but it can mean that the user loses
some of the flexibility to modify their processing approaches to match unique
circumstances.

Figure 5.1 illustrates the typical processing flow sequence for a typical set of 2D
bistatic, common-offset, reflection mode GPR data with each of the steps in their
most relevant order. Not everyone will process in this fashion, but in general, it is
representative of good GPR practice.

The processing steps highlighted in bold can be considered as essential for
decent interpretations (e.g., post-collection filtering and depth conversion). How-
ever, it is still possible to undertake basic processing on-site (often automated) to
obtain a working GPR data section that can be used for initial, real-time inter-
pretations. The more sophisticated and complex steps (such as deconvolution and
migration) are optional and their use must be balanced with the project’s needs and
costs. Analysis tools, such as image/pattern recognition, modelling and attribute
analysis, have been included in the flow sequence, but in practice, they can be
considered as interpretational aids rather than specific processing features. As such,
they are very powerful and can be used to extract useful information from the data
(such as spectral content and phase relationships), but they are ‘bonus’ features and
it is usually unnecessary to include them in the processing strategy in order to obtain
good interpretations.

A brief description of each processing step has been provided in the figure and
more specific details will follow later. However, it is worth noting that many
software packages include a much wider range of processing features such as
arithmetic functions and spectral analysis. These can be considered as extra features,
in the same way as the modelling and attribute/image analysis tools, and tend to
provide more advanced interpretational information rather than specific processing
benefits.
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Typical GPR data processing flow: 2D bistatic
common-offset reflection data

Interpretation

GPR data processing and analysis steps: Basic descriptions

Filtering - 1D & 2D filtering to improve signal to noise ratio and visual quality. 

Deconvolution - Contraction of signal wavelets to “spikes” to enhance reflection events.

Velocity analysis - Determining GPR wave velocities.

Elevation correction - Correcting for the effects of topography.

Migration - Correction for the effects of survey geometry and spatial distribution of energy.

Depth conversion - Conversion of two-way travel times into depths.

Display gains - Selection of appropriate gains for data display and interpretation.

Image analysis - Using pattern or feature recognition tools.
Attribute analysis - Attributing signal parameters or functions to identifiable features.
Modelling analysis - Simulation of GPR responses.

Time-zero correction - Correction of start time to match with surface position.

Dewow - Correction of low-frequency and DC bias in data. 

Rubber-banding - Correction of data to ensure spatially uniform increments. 

Editing - Removal and correction of bad/poor data and sorting of data files.

CMP data

Topography data

Data acquisition Post collection

At site
(commonly automated)

·  Editing

·  Editing

·  Dewow

·  Time zero correction

·  Filtering

·  Velocity analysis

·  Elevation correction

·  Depth conversion

·  Data display and gains

·  Rubber-banding

Raw data

Initial basic processing

Basic processed
data

Fully processed
data

·  Deconvolution

·  Migration

·  Image analysis

·  Attribute analysis

·  Modelling analysis

·  Simple filtering (dewow)

·  Data display & gains

Figure 5.1 Typical processing flow sequence for 2D bistatic, common-offset, reflection mode
ground penetrating radar (GPR) data. Processing steps in bold can be considered as essential
for interpretation; the rest are optional depending on time, data quality and cost implications.
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5.4. BASIC GROUND PENETRATING RADAR DATA PROCESSING
STEPS

These are usually applied directly to the raw data (often automatically) with-
out the need for additional subsurface information and are generally applicable to
most collection modes. Typically, they take the form of trace editing, filtering or
data correction and introduce minimal operator bias into the data. In practice, most,
if not all, of these steps are required before a basic interpretation can be made. If
the sections are to be viewed in a three-dimensional (3D) context (e.g., with time
slicing), then an element of manual control is vital in order to retain both data
quality and consistency between each section.

5.4.1. Data/trace editing and ‘rubber-band’ interpolation

Data editing is the first, and often most time-consuming, task in any processing
sequence as the files usually need sorting, rearranging and, if being used in a 3D
sense, locating correctly. Effective maintenance of the data from the start is vital for
good-quality interpretation, particularly with large volumes of data. The inevitable
errors that occur in the field mean that sections need reversing, merging, splicing or
other manipulations. The incorrect recording of survey parameters (e.g., spatial
increment, section interval and start position) can result in data file headers being
incorrect, which, in turn, will affect how the data is imported into the processing
program. Therefore, it is good practice to view the header files of each section
before starting processing in order to check whether the survey parameters are
consistent and correct. In most cases, header files can be edited post-collection.
Incoherent, noisy or missed traces require editing out and/or filtering to improve
the visual nature of the section. This is commonly caused by overenthusiastic
triggering, external noise sources, equipment failure/problems or, if an odometer
is being used, by traversing too quickly. In most cases, only the occasional trace is
corrupted and a simple interpolation between traces is sufficient. However, in
difficult terrain or with poorly trained personnel, missed/corrupted traces can
become common and repeated interpolation is necessary. In extreme cases, this
will adversely affect the structure of the data and the subsurface features can easily
become distorted. The same is true for ‘rubber-band’ interpolation. This is a
common processing step usually applied to data collected in continuous trigger
mode where the GPR unit is ‘fired’ at regular time intervals. As there is no direct
spatial measurement, the operator attempts to maintain a constant towing speed in
order to keep sample points equidistant. Having equidistant, regular data is impor-
tant for some of the more sophisticated processing steps (e.g., migration), but it is
almost impossible to achieve in practice. Variations in towing speed are inevitable
and often evident by the ‘stretching’ of the GPR image, particularly at the end of a
section (e.g., Olhoeft, 2000). To correct this, a series of marker points at known
distances are usually recorded and the whole section interpolated to a higher spatial
density. The data are then resampled to produce a section with equally spaced
traces between the markers. This can work well if regular, close-spaced markers are
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present, but if not, distortions will be produced that can affect subsequent proces-
sing and imaging.

One particularly useful editing tool is the ‘desaturation’ or ‘declipping’ feature
available in some programs. Under certain circumstances, the initial ground wave
signal can become ‘clipped’ as the GPR receiver system saturates with strong
ground coupling, and therefore, the recorded trace does not represent the true
peak amplitude of the returning signal (Figure 5.2). If trace normalising is being
used to account for differences in antenna–ground coupling (i.e., each trace is
normalised to the peak amplitude – usually the ground wave wavelet), then the
saturated traces will have their later arrivals artificially enhanced in comparison to
the non-saturated traces. The desaturation function attempts to correct for this
effect by reconstructing the form of the ground wave pulse by spline interpolation
(see Figure 5.2). As long as the trace in not too noisy and the form of the saturated
ground wave wavelet is ‘clean’, this process can work well and the subsequent
normalised traces will be realistic and representative. However, if the saturation is
strong enough, the electronics of the GPR receiver will not recover in time and the
majority of the trace will suffer from significant ringing or other noise effects. In
extreme cases, the saturation can produce a time-delayed, high-frequency ‘pulse’,
which can be seen in the later part of the recorded trace as the receiving electronics
attempt to obtain signal stability.

At this point, it is also worth making a general comment about interpolation
methods, in either time or space, as their overuse can introduce errors into the data,
no matter which technique is being used (i.e., linear, polynomial, cubic spline;
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Figure 5.2 Example of how the desaturation function can be used to correct the clipped form
of saturated traces.
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Fruhwirth et al., 1994). This is particularly so when attempting to rubber-band
interpolate over a large number of irregularly spaced traces. To retain spectral
integrity, the data should be interpolated in the frequency–wavenumber (FK)
domain with infinite Nyquist frequencies and then inversely transformed back
into the time domain with a finite spectral length to give a resultant section of
the same frequency spectrum as the original data. Unfortunately, most interpolation
algorithms do not do this and, therefore, it is possible for spectral errors to be
introduced into the interpolated data. Consequently, care must be taken when
interpolating across large numbers of traces to ensure that the interpolation process
produces reliable, realistic results.

5.4.2. Dewow filtering

This is the removal of the initial DC signal component, or DC bias, and
subsequent decay of ‘wow’ or low-frequency signal trend present in the data
(Dougherty et al., 1994). ‘Wow’ is caused by the swamping or saturation of the
recorded signal by early arrivals (i.e., ground/air wave – Annan, 1993) and/or
inductive coupling effects and requires the subtraction of the DC bias from the
signal and the application of an optimised, low-cut or median filter for effective
correction (Gerlitz et al., 1993; Fisher et al., 1994). Dewowing is a vital step as
it reduces the data to a mean zero level and, therefore, allows positive–negative
colour filling to be used in the recorded traces (Figure 5.3). If applied incorrectly,
the data will contain a decaying, low-frequency component that distorts the
spectrum of the whole trace. This can affect subsequent spectral processing
methods as well as the visual nature of the section (Gerlitz et al., 1993). Fortu-
nately, most modern GPR systems now apply dewow to each trace automatically
with the filter parameters set to the optimal conditions. If a manual dewow
correction is required, it is good practice to attempt a simple DC subtraction
first, then either a median filter with a short filter window (typically the same
length as the GPR pulse wavelet) and/or a low-cut filter with a cut-off frequency
that is below the bandwidth of the recorded data (e.g., a 10MHz cut-off for a
500-MHz antenna).

5.4.3. Time-zero correction

Thermal drift, electronic instability, cable length differences and variations in
antenna airgap can cause ‘jumps’ in the air/ground wavelet first arrival time (usually
referred to as the time-zero point; Olhoeft, 2000; Nobes, 1999; Young et al.,
1995). This has an effect on the position of the ground interface in the section, the
time sequence of later events and the degree of parity across adjacent traces/sections
(Figure 5.4). Therefore, traces require adjusting to a common time-zero position
before processing methods can be applied. This is usually achieved using some
particular criteria (e.g., the air wave first break point or first negative peak of the
trace) and is often done automatically by the processing software. Under normal
circumstances, this works well, but noisy traces can be problematic as there is often
no definitive start or peak to the initial part of the air–ground wavelet. As such, care
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must be taken to ensure that the time-zero correction produces results that are
consistent across the traces. This is particularly so when attempting to correlate
reflections across individual sections.

These three processing steps are the minimum that is required to view the data
in an intelligible form. Although processing has been applied, the data are still
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Figure 5.3 Dewow filter correction on a rawground penetrating radar (GPR) trace.
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considered as very ‘basic’ and further methods must now be used to improve the
section interpretation.

5.4.4. Filtering

Filters are generally applied to the data to remove cultural (i.e., human-induced)
or system noise and improve the visual quality of the data (e.g., the removal of
high-frequency ‘speckle’ from radio transmissions – Olhoeft, 2000 or the strip-
ing effect from antenna ringing – Lehmann et al., 1996). However, they are also
useful in extracting particular aspects of the data and, therefore, aiding inter-
pretation (e.g., emphasising flat-lying reflectors, diffractions; Annan, 1999;
Gerlitz et al., 1993). There are many different filter types, from simple
band-pass filters to sophisticated domain and transform filters (e.g., Lehmann
et al., 1996; Pipan et al., 1999; Young and Sun, 1999). Simple filters are often
very effective at removing high/low-frequency noise, whilst sophisticated
methods are more appropriate for specific problems (e.g., excessive ringing or
noise spikes; Malagodi et al., 1996; Annan, 1993). However, complex filters
may not always be necessary (Basile et al., 2000) and, as the filtering process
introduces an element of subjective bias, they must be applied judicially. This is
particularly true in complex heterogeneous environments where coherent
reflection returns are less common and scattering/clutter is more prevalent. In
this case, filtering may actually remove important information from the section,
making interpretation more difficult (Conyers and Goodman, 1997). In
practice, some form of filtering is nearly always required, and the simple
methods are often the most effective (Annan, 1993). Filters can be applied
before or after gains but pre-gain filters do operate on the data in its truest
form. If filters are being applied post-gain, then the effect of the gain on the
amplitude and spectral content of the data must be fully understood first.

In general, filters can be classified into two basic types: temporal (down the
individual traces in time) or spatial (across a number of traces in distance). These are
often combined to produce advanced 2D filters that operate on the data in both
time and space simultaneously. In general, basic filters alter the data by removing,
suppressing or enhancing signals of given frequency(ies) or across a specific number
of traces in space or samples (time). There is a wide range of different GPR filters,
each with specific advantages and disadvantages and not all are successful or
appropriate for use with every GPR dataset. The most basic are the 1D temporal
filters that operate along each trace individually, either universally across all traces in
a section or over a selected range traces. Typical 1D temporal filters include the
following:

Simple mean – takes the mean of the data across a specified time window and
smoothes the data. Good for removing excessive higher-frequency noise from
the data such as radio frequency interference from communication devices.

Simple median – takes the median of the data across a specified time window. Good
for power spike removal and are often referred to as despiking or clean-up filters.

152 Nigel J. Cassidy



Low- or high-pass (frequency domain filters) – lets through either the low-frequency
components of the data (low-pass; good for noise) or the high-frequency
components (high-pass; good for removing signal drift and low frequencies).

Band-pass (frequency domain filters) – combination of both high- and low-pass filters
and lets through a specific range of frequency components that are defined by a
‘pass region’. Band-pass filters are very common and there are a range of types,
each with different shaped filter operators that define the shape and form of the
pass region (Figure 5.5).

In practice, these temporal filters are good only for removing noise at frequen-
cies either higher or lower than the main GPR signal bandwidth and, as such,
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Figure 5.5 Principle of a simple band-pass filter in the frequency domain and the form of two
common filter functions: a notch filter and a Butterworth filter.
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are ultimately just ‘clean-up’ filters that make the GPR section visually better. If
a too narrow pass region is selected, then the filter will remove components of
the actual recorded signal and the resultant GPR section will look worse. A
good ‘rule of thumb’ is to set the pass region symmetrically around the peak
signal frequency with a bandwidth that is equal to 1.5 times its value (e.g., for a
peak frequency of 400MHz, the pass region should be at least 100–700MHz).
It should be noted that the peak frequency of the recorded data is often lower
than the stated antenna frequency due to the frequency ‘‘downshifting’’ effect of
antenna–ground coupling. This should be taken into account when setting the
filter parameters.

Spatial filters operate in the same manner as temporal filters but, instead, operate
across the traces in distance instead of in time. They tend to take the form of simple
mean or averaging filters that span a defined number of traces and are usually used
to emphasis or suppress specific features in the section. The most common are the
following:

Simple running average – takes the mean of a number of traces. Smoothes the data
horizontally and emphasises flat-lying reflectors whilst suppressing dipping
reflectors and/or diffractions. Operates best across a relatively large number of
traces in the filter window and is good for emphasising stratigraphic horizons
(e.g., geological bedding).

Average subtraction – takes the mean of a number of traces in a window and subtracts
it from each individual trace in sequence. Suppresses flat-lying reflectors and
emphasises diffractions. Operates best with a fairly small trace window and is
good for emphasising dipping reflectors (e.g., fractures and dipping bedding).

Background removal – takes the mean of all traces in a section and subtracts it from
each trace. Removes background noise and is good for antenna ringing. Is a very
useful filter for removing ‘ringing’ in data but can remove continuous flat-lying
reflectors. The judicial use of background removal filters is a key step in the
processing and interpretation of GPR data in relatively lossy materials (e.g., wet
soils). In these environments, strong antenna–ground coupling and shallow near-
surface layers can cause significant reverberation in the signal that can mask later
signals.

Spatial high-, low- and band-pass filters (wavenumber domain) – These filters are equivalent
to their temporal counterparts in that they convert the data from the distance
domain to the wavenumber domain. In essence, the wavenumber represents the
spatial size, in metres, of the features in the data. High wavenumbers relate to small,
spatially restricted responses (clutter, diffractions, etc.) whilst low wavenumbers are
associated with large continuous, spatially coherent responses such as flat-lying
reflectors.

Spatial filters operate well with good-quality, low-clutter data and, in general,
tend to be good at removing the strong air/ground wave response and ringing
from the datasets. Simple running averages and low-pass spatial filters are good
for geological and sedimentological GPR sections where the features of interest
(bedding reflectors, etc.) are often low-angled and spatially extensive. In more
heterogeneous environments, such as archaeological and engineering GPR
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applications, sections can contain a range of features including flat-lying
and dipping reflectors, diffractions, clutter and regions of high and low
attenuation. In these cases, spatial filtering can be less helpful as the scale of
the subsurface features is often the same as the ‘noise’ that the filter is trying to
remove. However, spatial filtering should not be completely dismissed as there
is always some element of interpretational reward that can be gained from the
process.

A realistic example of both temporal and spatial filtering is shown in Figure 5.6
where a Butterworth temporal band-pass filter and a spatial background removal
filter have been applied to a 450-MHz GPR section collected over a reinforced
concrete roadway that contains a speculated subsurface void/collapse feature
between 3 and 10m. The section is realistic in that it contains both high-frequency
noise in the form of late-time ‘speckle’ and signal ringing effects from the presence
of the shallow concrete basal layer near the surface. The effect of the temporal
band-pass filter can be seen in the ‘deeper’ parts of the section with the late-time
speckle being removed. The background removal spatial filter does a reasonable job
of reducing the signal ringing and removing the air–ground wave. However, the
filtering is not perfect and elements of the ringing remain. To improve this, more
advanced specialist processing methods have developed (e.g., Kim et al., 2007) but,
in general, these approaches are highly site-specific and are yet to be incorporated
into commercial processing software programs. It should be noted that the main
features of the section (the rebar diffractions and semi-coherent reflection/diffrac-
tions from the collapse structure) are evident in the unfiltered data and that the
filtering process has only slightly improved the visibility and definition of the
collapse feature’s responses. This highlights the good practice principles stated
earlier in that any processing should help emphasise features that are evident in
the unfiltered data.

At this point, it is worth discussing some general aspects of filters and the
effect that their phase characteristics have on the processed data. In the previous
example, a Butterworth temporal band-pass filter was used across a relatively
wide frequency range. Butterworth filters have the advantage of having a flat
amplitude response over the pass band, meaning that the filtered data retain the
correct relative amplitude information. They belong to a class of filters referred
to as infinite impulse response (IIR) filters, which tend to have flat, or low-
ripple, pass-band amplitude characteristics (Ifeachor and Jervis, 2002). Unfortu-
nately, their phase characteristics are only approximately linear within the pass
band, which can cause dispersion or ringing of the processed signals in the time
domain. This is less problematic for lower-frequency surveys (<200MHz) but
can be an issue with high-frequency GPR data (i.e., signal bandwidths greater
than 500MHz). In these instances, finite impulse response (FIR) filters are more
suitable as they exhibit phase linearity within the filter’s frequency range (i.e., no
signal distortion). However, not all proprietary data processing programs include
FIR filters and the user is often stuck with IIR filters such as the Chebyshev
Butterworth or Bessel filters. From a practical aspect, it is ultimately a case of
being aware of potential distorting effect of the filtering process and identifying it
in the resultant data.
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Figure 5.6 Realistic example of the use of temporal band-pass and background removal
filtering on a 450-MHz ground penetrating radar (GPR) section collected over a reinforced
concrete roadway with a speculated subsurface void/collapse feature between 3 and10m.



Two-dimensional filters – Two-dimensional (2D) filters operate on the data in both
time and space (t–x) and, in general, produce similar results to their singular
temporal and spatial counterparts. The common 2D filters are the following:
t–x average (2D filter) – takes the mean of a region in time and space. Good for

general noise removal.
t–x median (2D filter) – takes the median of a region in time and space. Good for

general noise and spike removal.
Frequency–wavenumber (FK) filters – A more advanced 2D filter that acts as a combined

time–space band-pass filter. The data is transformed into the frequency–wavenumber
domain and a combined frequency–distance high-, low- or band-pass filter is applied
to the data in a similar manner to the equivalent 1D filters. The key advantage of
this filter is that it can be used to suppress events with particular dip directions as the
transformedwavenumbers are positive for one dip direction and negative for another.
As such, it is a specialist filter and not always better than the basic 1D filters used in
sequence. However, it can be a very powerful interpretational tool for specific
applications. An example of its use is shown in Figure 5.7, where a 225-MHz
GPR section, collected over a buried river channel, has had a FK filter applied to it
with the positivewavenumber (left-handdipping) features removed from the section.
The effect of the filter is immediately evidentwith the strong, right-hand dipping part
of the bedrock interface reflection being emphasised and the left-hand section
(between 60 and 75m) being removed. The filter has also emphasised some weak,
right-hand dipping reflectors just below the bedrock interface (which are consistent
with the bedding orientation of the sandstones) and the right-hand dipping form of
the gravel infill in latter parts of the section. Unfortunately, the filter has also
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Figure 5.7 Example of the use of frequency^wavenumber (F^K) 2D filtering on a 225-MHz
GPR section collected over a buried river channel where the erosional, sandstone bedrock
channel has been progressively in-filledwith coarse sands and gravels.

Ground Penetrating Radar Data Processing, Modelling and Analysis 157



introduced a whole series of right-hand dipping features that are not evident in the
unfiltered data. To the inexperienced eye, it would be tempting to overinterpret
the section and start adding in geological interfaces that do not exist. This highlights
the need for care when using more sophisticated processing tools.

5.4.5. Deconvolution

In basic terms, deconvolution is a temporal, ‘‘inverse filtering’’ process that
improves the resolution of sections by compressing the recorded GPR wavelet
into a narrow, distinct form (Yilmaz, 2001). In other words, it is used to remove the
effect of the source wavelet from the recorded data (Neves et al., 1996) and leave
the impulse response of subsurface layers only. It is extremely effective in the
seismic exploration industry where the primary assumptions are that the propagat-
ing wavelet is a simple pulse that is minimum phase (i.e., its energy is concentrated
at the beginning of the wavelet), stationary, non-dispersive and emanates from
plane-wave source. The deconvolution algorithm also assumes that the subsurface is
horizontally layered, has uniform intra-layer velocities and that reflections emanate
from interfaces with coherent, regular signals (i.e., do not scatter energy). For GPR,
these are very restricting assumptions as the subsurface is more complex and the
propagating GPR wavelet is generally mixed phase, non-stationary and vectoral
with non-planar, spatially complex fields. This has led to a debate on the usefulness
of deconvolution techniques (Annan, 1993; Conyers and Goodman, 1997) and the
opinion that other predictive filtering methods are better suited for GPR (Daniels,
1996). However, deconvolution can be reasonably successful if the form of the
propagating source wavelet can be determined accurately. Simple, regularised,
deconvolution methods have been developed by Savelyev et al. (2007) based on
the free-space reflection signal from a large metal plate. By adding additional
components to the deconvolution model, Turner (1994) used a constant Q
attenuation model to account for the non-stationary nature of the wavelet, whilst
Malagodi et al. (1996) and Neves et al. (1996) developed source wavelet models
from an analysis of the direct air wave. More recently, predictive and deterministic
deconvolution has been used in conjunction with other advanced processing
methods to successfully improve the interpretation of GPR data from land mines
(Roth et al., 2005), fuel tanks (Porsani and Sauck, 2007) and geological successions
(Xia et al., 2003, 2004; Chen and Chow, 2007). Despite these successes, deconvo-
lution methods are, in general, limited in their practical application for most users
and tend to be successful only in well-defined and or less-complex subsurface
environments.

5.4.6. Velocity analysis and depth conversion

So far, the processing steps have operated in the time domain only and the data
has not been related directly to depth. In order to convert the sections to a depth
scale, which is required for realistic interpretations and the application of elevation
corrections, an accurate estimate of the average subsurface velocity must be
obtained through ground truthing, common midpoint surveys (CMPs) and/or

158 Nigel J. Cassidy



hyperbolic velocity analysis. The practical aspects of collecting and analysing CMPs
have been covered earlier in this book and most data processing programs have
some form of CMP analysis tool in their armoury. These usually take the form of a
semblance analysis procedure (Yilmaz, 2001) where the subsurface velocity profile
is determined either automatically or manually from the optimal stacking velocity.
Hyperbolic matching can be performed on any section that contains diffraction or
reflection hyperbola and is achieved by matching the ideal form of a velocity-
specified hyperbolic function to the form of the observed data. An example of this is
shown in Figure 5.8, where two hyperbolic functions have been fitted to diffraction
hyperbola from a 450-MHz GPR section with a 0.1 and 0.08m/ns velocity,
respectively. More advanced programs allow the user to vary the size, radius and
velocity of the hyperbolic function to match a hyperbola anywhere in the section
but, in general, these options tend to be overkill as basic fitting parameters are all
that is normally required. In practice, both CMP analysis and hyperbolic matching
techniques tend to produce approximate velocity values with errors and variance of
+10% or worse. Therefore, it is not worth wasting time trying to get a highly
accurate velocity–depth profile when a constant, average velocity for all depths will
produce the same interpretational results. Most processing programs allow the user
to manually input a uniform velocity value or create a velocity profile verses
two-way travel time from the hyperbolic matching data. Alternatively, velocity
profile information can usually be imported from the CMP analysis via a suitably
formatted text file. Sections are then converted to a depth scale and ‘stretched’
visually to match the variation in velocity with depth.

5.4.7. Elevation or topographic corrections

Unless the dataset is collected over a level, flat surface, some form of topographic
correction is required to ‘position’ the data in its correct spatial context. This is vital
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3 4
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at a velocity of 0.1 m ns–1

5 6 7 8 9 10
Distance (m)

Figure 5.8 An example of hyperbolic velocity matching where the hyperbolic functions have
been fitted to diffraction hyperbola from a 450-MHz ground penetrating radar (GPR) section.
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for 3D and pseudo-3D surveys where an accurate correlation between sections
and/or time slicing is to be attempted. Topographic corrections (often referred to as
elevation static corrections) are normally performed with a simple constant velocity
correction that acts in a vertical sense (Yilmaz, 2001). This corrects the two-way
travel time of the traces to a flat datum level some distance above the air/ground
interface. This is adequate for relatively smooth varying topography but if topo-
graphic changes are in the same order as the subsurface features, then more
advanced topographic correction routines are required (e.g., Lehman and Green,
2000). Strictly speaking, topographic variations exhibiting dips of greater than
approximately 100 should be corrected using more advanced methods, otherwise
travel times will become inaccurate and the image will suffer from ‘blurring’.
However, most commercial processing programs include only standard topo-
graphic correction algorithms, and therefore, the visual qualities of extreme topo-
graphy GPR sections will be degraded. In addition, topographic corrections assume
normal-incidence survey modes and although this is reasonable for deeper targets, it
is not applicable for shallow features due to the antenna separation. Normal move-
out corrections (NMO) can be applied (Gerlitz et al., 1993) but these generally
assume direct ray paths, flat local topography, planar reflectors, homogeneous layers
and spherical wave fronts (Yilmaz, 2001). In heterogeneous subsurface environ-
ments, this may cause additional errors to be introduced into the data.

Effective topographic correction relies on accurate surveying, particularly with
3D datasets. A reasonable rule of thumb for gentle to rugged terrain is a surveying
accuracy of approximately 10% of the dominant wavelength and a sampling interval
of two/three times the same value (Lehman and Green, 2000). Table 5.1 illustrates
typical surveying accuracies for a damp, sandy soil (i.e., "ave= 16) at the common
GPR frequencies of 100–900MHz. In practice, this level of accuracy is rare and the
surface topography is commonly interpolated between sparse surveying points. This
is acceptable for smooth terrains, but as the topographic gradient increases, inade-
quate interpolation will lead to marked correction errors. This is particularly
important for complex target geometries and it is vital that accurate surveying is
performed to maintain data integrity.

Data processing programs approach elevation correction differently, but most
require the user to specify the subsurface velocity profile independently and the data
is shifted to positive (or negative) times from a given datum reference, usually either
the lowest or the highest point in the whole survey line. Sensible topographic
corrections are important as they place the GPR reflections/diffractions in their

Table 5.1 Sampling interval and spatial accuracy requirements for the topographic surveying
of 100–900-MHz ground penetrating radar (GPR) surveys across gentle to rugged terrain
(based on a typical damp, sandy soil of "ave= 16)

Frequency (MHz) Sampling interval (m) Spatial accuracy (cm)

100 �2 �5
225 �1 �3
450 �0.5 �1.5
900 �0.25 �0.8
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correct stratigraphical context, thereby ensuring that the interpretations are realistic.
A good example of this is shown in Figure 5.9, where a 225-MHz GPR section,
collected across a pyroclastic flow lobe, is shown in its corrected and uncorrected
form. From the figure, it is clear that a realistic interpretation is very difficult to
achieve without elevation correction, particularly with respect to the key flat-lying
basal reflectors. The topography varies only by a maximum of 2m but the slopes are
quite steep. This illustrates that despite the fear that some visual ‘burring’ may
occur, a corrected section is still easier to interpret than an uncorrected section.

5.4.8. Gain functions

The data are now in a ‘processed’ form suitable for the direct application of gains for
interpretation and data analysis. Gains improve the visual form of the GPR sections
and most techniques alter the data structure in some way (i.e., relative amplitudes
and/or phase relationships are changed). Therefore, it is important that the effects of
gain functions are understood before they are applied and that the data are treated
with care when interpreting (Annan, 1999). Temporal gains are required to enhance
the appearance of later arrivals due to the effect of signal attenuation and geometrical
spreading losses. There are different types, e.g., constant gain, exponential gain, SEC,
AGC, each having different characteristics. All gain functions tend to operate in a
similar fashion by applying some multiplying factor to successive regions of the trace
in time (referred to as the time window). Gain functions can be easily changed,
typically, the window length (in ns), the gain function (linear, exponential, user-
defined, etc.) and the maximum gain allowed. However, it must be remembered
that applying a gain effectively alters the data, so some operator bias is inevitable.
In general, both noise and coherent signals are usually amplified together in an
indiscriminate way.
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pyroclastic flow deposit
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Figure 5.9 Example of elevation (or topographic) corrections on a 225-MHz ground
penetrating radar (GPR) section collected across a pyroclastic flow lobe. Note the key flat-
lying basal reflectors identifiedwith the arrows in the topographically corrected section.
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The most common gain functions are the following:

SEC or energy decay – automatically corrects the signal amplitude for loss of energy due
to the geometrical spreading effect of the propagatingwavefront (approximately a 1/r2

relationship). In more advanced modes, material attenuation losses can be included as
an additional factor in the function (usually in dB/m) but these require accurate
attenuation information to be effective. This can be difficult to obtain evenwithCMP
orWARR surveys and an appropriate a priori value or a ‘best guess’ is normally used.
Spreading and exponential correction gains do retain the relative amplitude
information both in time and space, which is important for detailed interpretations.

User-defined, constant, linear or exponential gains – these speak for themselves and
are systematically applied gain functions that have a specific mathematical or
multiplication operator defined by the user or the system automatically. In general,
they retain some relative amplitude information but howmuch depends on the type
and mode of the function applied.

AGC – An automatic gain function applied to each trace, which is based on the
difference between the mean amplitude of the signal in a particular time window
and the maximum amplitude of the trace as a whole. This function is very
convenient for displaying deeper, weak events but amplifies noise as well as
coherent signals. It is also important to set the right window length. A very small
window time (typically less than 3% of the total sample length or 25% of the
propagating wavelet length) results in both the noise and the signal being amplified
equally and the section becoming ‘messy’. If the window is too long (typically
greater than 10% of the total sample length or two times the wavelet length), then
the trailing edge of the high-amplitude pulses tends to dominate the gain calculation
(Horstmeyer et al., 1996). As a result, ‘shadow zones’ of reduced amplitude are
generated at the rear of the reflections and the section tends to look washed out (see
example in Figure 5.10). To avoid these effects, a prudent selection of sample
window is required or the maximum gain of the AGC function must be scaled to
match the decaying amplitude of the data (Horstmeyer et al., 1996).

An example of different gain functions is provided in Figure 5.10, where some
‘typical-quality’, archaeological 450-MHz GPR data have had SEC, AGC (both
small and large windows) and user-defined gain functions applied equally to all
traces in the section. The data were collected at a ruined, twelfth-century monastic
burial site comprising damp, sandy–clayey soils, reworked ground (containing stone
and masonry rubble), an upper horizon of landscaped topsoil and, potentially, a
number of undisturbed monastic graves. As such, the subsurface is highly hetero-
geneous and the data are likely to be noisy and full of clutter. The region of interest
is between 0.25 and 2m and the basal interface of the upper-landscaped, soil layer is
at a depth of between 0.1 and 0.2m. The effect of the SEC gain is evident, with the
features in the region of interest being identifiable but weak. However, the SEC
gain does retain relative amplitude information and, because the ungained (or raw)
section is trace-normalised, the reflection amplitudes realistically represent the true
strength of the returned signal. This relative amplitude information is vital for
determining variations in the degree of signal attenuation across the section and/
or the amount of relative reflectivity (and, therefore, material property contrasts
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along reflectors, etc.). Unfortunately, the AGC loses this amplitude information,
and with a long time window (30 ns and approximately six times longer than the
propagating GPR wavelet), the shadowing effect becomes evident. Features imme-
diately below the topsoil interface have been ‘‘washed out’’ and barely visible in the
section. With a short time window (6 ns and approximately one wavelet length), all

450 MHz GPR section with various gain functions applied

0 0

1

2

3

4

20

30

40

50

T
im

e 
(n

s)

60

70

10

80

1 2 3 4 5 6 7
Distance (m)

“Raw” data

8 9 10 11 12 13 140 15
0 0

1

2

3

4

20

30

40

50

T
im

e 
(n

s)

60

70

10

80

1 2 3 4 5 6 7
Distance (m)
SEC gain

8 9 10 11 12 13 140 15

0 0

1

2

3

4

20

30

40

50

T
im

e 
(n

s)

60

70

10

80

1 2 3 4 5 6 7
Distance (m)

AGC Gain – 30 ns window AGC Gain – 6 ns window

8 9 10 11 12 13 140 15

0 0

1

2

3

4

20

30

40

50T
im

e 
(n

s)

60

70

10

80

1 2 3 4 5 6 7
Distance (m)

User-defined gain function

8 9 10 11 12 13 140 15

0 0

1

2

3

4

20

30

40

50T
im

e 
(n

s)

60

70

10

80

1 2 3 4 5 6 7
Distance (m)

8 9 10 11 12 13 140 15

Figure 5.10 Examples of different gain functions (AGC, SEC and user-defined) applied to a
450-MHz ground penetrating radar (GPR) section collected over an archaeological burial
site. The ‘raw’ data has been dewowed, time-zero corrected and each trace is shown as
individually trace-normalised.
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signals are amplified equally, and although the region of interest is now visible, it is
difficult to identify the relationship between adjacent features. Clearly, a compro-
mise value nearer to 10 ns for the time window would be about right for this
section. The final example in the figure is a user-defined gain function that has been
designed to show the region of interest in its clearest visual form. The filter function
is based on a combination of linear and exponential gain components whose
parameters can be adjusted manually to suit a given set of traces, section or other
parameters. The specific parameters from the example are shown in the figure along
with the form of the gain function with time. The ability to set different gain
functions is invaluable for both interpretation and final section publication, but
getting the parameters right is time-consuming and fiddly. Ultimately, it is a choice
between interpretational needs and time/cost, but it is always worth spending a
little time playing around with different gains to help improve the visual ‘look’ of
the sections and, therefore, the interpretational process.

5.4.9. Migration

The final weapon in the processing armoury of the GPR user is migration. Migration
is generally used for improving section resolution and developing more spatially
realistic images of the subsurface and is, arguably, the most controversial of the
GPR processing techniques. Like deconvolution, migration techniques were origin-
ally developed for the seismic industry where they are considered as vital for even basic
interpretations. Unfortunately, migration tends to be less successful with GPR, and
although it can be used in relatively uniform environments (e.g., deep geological and
glacial, pavements), it is not so good with complex, heterogeneous sites. That said,
migration is not completely useless and classical techniques have been applied success-
fully to a range of different applications. Examples include reverse time migration
(Fisher et al., 1992a, 1999b; Sun and Young, 1995; Meats, 1996), F–K migration
(Fisher et al., 1994; Pettinelli et al., 1994; Pipan et al., 1996; Yu et al., 1996; Hayakawa
and Kawanaka, 1998) and Kirchhoff migration (in Moran et al., 1998). More appro-
priately, specific GPR-based methods have been developed to overcome some of the
limitations in the seismic routines. Examples include matched filter migration
(Leuschen and Plumb, 2000); Kirchhoff migration modified for radiation patterns
and interface reflection polarisation (Moran et al., 1998; Van Gestel and Stoffa, 2000);
eccentricity migration for pipe hyperbola collapsing (Christian and Klaus-Peter, 1994),
3D-based vector and topographic migration (Lehman and Green, 2000; Heincke
et al., 2006; Streich et al., 2007); frequency domain migration for lossy soils (Di and
Wang, 2004; Sena et al., 2006; Oden et al., 2007) and variations of the F–K-based
migration technique for landmine detection (Song et al., 2006). These new methods
are yet to be incorporated into mainstream GPR processing packages, although most
do contain some form of relatively sophisticated (if classical) migration algorithm. The
most common are diffraction stack migration, F–K migration (or Stolt migration),
Kirchhoff migration and wave equation or finite-difference modelling migration.
These can be performed on 2D sections or across 3D volumes of data. The specific
details of how each method works (and their underlying theory) are sadly beyond the
scope of this chapter, but Yilmaz (2001) should provide enough information for most
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readers. Although each of these methods operates differently, they all attempt to
‘reconstruct’ the GPR section in a spatially accurate form using a model of the
subsurface velocity. Ideally, diffraction hyperbolae will be collapsed to a point source
and dipping reflections repositioned into their correct location (Figure 5.11).

Unfortunately, all migration methods have limiting assumptions that are often
violated by the nature of more complex, heterogeneous environments. These can
generalised as follows:

• The velocity structure of the subsurface must be known (or accurately estimated)
and the stratigraphy is constructed of laterally invariant, constant velocity layers.

• The source is spatially uniform and propagates spherically.
• The far-field conditions of a radial, uniformly propagating scalar field are
assumed.

• Data are collected in normal incidence or monostatic mode – i.e., there is no
antenna separation.

• No dispersion or attenuation is allowed – i.e., the materials are lossless and have
frequency-independent properties.

Of all of these, the constant, lateral velocity assumption is probably the most
important. In simple homogeneous environments, it is reasonably valid and the
features will be correctly migrated. However, in complex environments, lateral
velocities can change two-fold over centimetre scales and the assumption of

Figure 5.11 Basic methodological principle of migration: diffracted/scattered energy is
collapsed back to its point-source location whilst the true dip angle of the sloping reflectors
is restored.
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constant velocity will be violated. Although migration schemes can cope with some
degree of variation, this amount of inhomogeneity is too much for most techniques
(Yilmaz, 2001) and the migration process will be erroneous. Even if a constant,
lateral velocity assumption is accepted, the success of the migration process is highly
dependent on the accuracy of the velocity analysis. In an ideal world, highly
accurate CMP data would be collected along each section line at regular, over-
lapping intervals. Unfortunately, surveying time/equipment cost constraints mean
that only a limited number of CMP surveys are ever conducted, and at best, only
sparse velocity information is available. Other methods can be used, such as
hyperbola matching, but these determine only the average velocity to isolated
horizons or spatially restricted zones. Alternatively, iterative migration can be
used to find the optimal velocity conditions by finding a velocity that gives ‘the
best-looking picture’. This can work well as long as there are known or easily
established subsurface features (Annan, 1993; Hayakawa et al., 1996; Jaya et al.,
1999), but if this is not the case, then reaching an optimal solution is difficult and a
strong subjective bias is introduced into the data. This illustrates how difficult it is to
get the subsurface velocity profile right, and no matter how comprehensive the
velocity information is, some degree of error will always be present. Nevertheless,
migration can be successful with good velocity information, and therefore, the
practical question must be ‘‘what is an acceptable degree of velocity error?’’
Although each migration scheme is different, in general, velocity errors in excess
of 5–10% will cause blurring, defocusing of the target features and the misalignment
of reflectors (Yilmaz, 2001). If this error exceeds 20%, then the migrated sections
will be more difficult to interpret than the unmigrated ones (refer to the seismic
examples in Yilmaz, 2001); hence, the additional time/effort involved in applying
migration is not justified. When it is and the data is of good quality, then the results
can be worth the effort (see example in Figure 5.12).

5.4.10. Advanced imaging and analysis tools

In practical terms, migration can be considered as the final step in the processing
sequence and the resultant sections can now be thought of as ‘fully processed’ and
ready for final interpretation. That said, there are a number of additional analysis
tools (such as pattern recognition, attribute analysis and forward modelling) that are
commonly found in the more comprehensive GPR processing packages. Although
not really data processing in the strictest sense, these analysis methods are often used
in conjunction with advanced processing techniques and are good at helping the
user extract additional information from the data (e.g., relative attenuation, velo-
city, reflection amplitude and phase information). A number of these methods are
highly specialised, such as image and pattern recognition analysis, and tend to be
associated with specialist software programs or specific application areas (landmine
detection, for instance). Nevertheless, it is worth mentioning two of the more
common GPR analysis tools: attribute analysis and numerical forward modelling.
Both of these methods have gained in popularity over the past few years (particu-
larly numerical modelling), thanks, in part, to the rapid development of cost-
effective, high-performance, PC-based computational resources. Used judicially,
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both techniques can be very powerful but as with all advanced data processing/
analysis tools, they must be applied with care and understanding.

5.4.11. Attribute analysis

Attribute analysis is common in the seismic industry where sections are displayed with
certain functions applied to the colour rendering of their reflection signals. Information
about the relative reflectivity, amplitude, frequency and phase relationships have all
been used in aid interpretation and obtain additional information about the subsurface

Figure 5.12 Example of successful migration on a high-frequency (1.5 GHz) ground
penetrating radar (GPR) section collected over a concrete roadway slab. Note how the
migration routine has collapsed the diffractions back to their point sources (reinforcing bars
and dowels) and sharpened up the form and shape of the slab and basal reflectors. (Data
reproduced in part fromRGSLGeophysical Application Sheet 9, Reynolds Geosciences, 2008).
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directly from the seismic data (Yilmaz, 2001). Until fairly recently, attribute analysis
methods have been less common in the GPR community because of the inherent
vectoral nature of the GPR signals and the more complex conditions of the subsurface.
However, attribute analysis can be useful (Annan, 1993) and a number of papers have
shown that the method can be successfully applied to relatively homogeneous environ-
ments (Falak, 1998; Goodman et al., 1998; Lui and Oristaglio, 1998; Dérobert and
Abraham, 2000). Unfortunately, other studies have shown that in complex environ-
ments, the attribute analysis findings are erroneous or, at best, inconclusive (Burton
et al., 2004). A simpler form of attribute analysis involves the selective analysis of
amplitude information (Daniels et al., 1997) and has been used successfully with
utility-based 3D GPR data and for the determination of subsurface contaminant/
water contents in hydrological studies (Schmalz et al., 2002; Cassidy, 2007a).

Most comprehensive GPR processing programs contain some attribute analysis
tools, with the majority of methods attempting to analyse the data contained within
a specified, but moving, time–space window (t � x) that is incrementally marched
across the whole GPR section. At any given position, the data within the window
(usually a set number of traces and a specific time length, e.g., 10 traces and 10 ns)
have some mathematical attribute function applied to it before it is moved across
to the next position in the section. On the completion of the cycle, a new attribute-
based GPR section is generated that represents the true spatial distribution of
that particular attribute parameter (e.g., mean signal amplitude, peak amplitude,
phase relationship, etc.). Some functions operate on only one trace at a time
(e.g., instantaneous amplitude, instantaneous phase and instantaneous frequency –
Annan, 1999), whilst others use a larger spatial window (e.g., mean amplitude and
peak amplitude). Under favourable conditions, such as relatively uniform subsurface
environments and flat-lying undulose reflectors, attribute analysis methods can help
identify thin layers and trace the continuity of reflection arrivals (instantaneous phase),
separate reflections that arrive at similar times (instantaneous frequency) and evaluate
the reflectivity and signal strength of the data (instantaneous, mean and peak ampli-
tudes). Unfortunately, attribute analysis methods have not been subjected to the same
degree of user-based practical scrutiny as the other GPR processing methods and the
jury is still out over their effectiveness in the real world. Nevertheless, the increasing
number of published successes illustrates that attribute/amplitude analysis should not
be completely dismissed and if the sections show lateral variations in reflection
amplitude (commonly referred to as ‘bright’ or ‘dim’ spots) and/or areas of discrete
signal attenuation, then it is worth trying the technique.

5.4.12. Numerical modelling

Of all the current research areas in GPR, numerical modelling is arguably one of the
most popular, with increasing numbers of publications containing some form of numer-
ical modelling in their content. Unfortunately, there is no scope or space in this chapter
to cover the topic in full, but, instead, a brief overview of the subject that discusses the
background and practical applicability of the technique from a user perspective (and
without themaths) will be provided. For a more in-depth review of the subject, refer to
Cassidy (2007b), Giannopoulos (2005) and Daniels (2004 – Chapter 3).

168 Nigel J. Cassidy



There are many different numerical modelling methods available to GPR practi-
tioner with schemes ranging from basic ray-tracing and one-dimensional (1D)
transmission–reflection techniques (Goodman, 1994; Olhoeft, 2001) through to
more sophisticated finite-difference (Bergmann et al., 1998; Teixeria et al., 1998;
Teixeira and Chew, 2000; Cassidy, 2001; Giannopoulos, 2005), finite-volume,
Z-transform and discrete-element techniques (e.g., Bourgeois and Smith, 1996;
Roberts and Daniels, 1997; Yee and Chen, 1997; Nishioka et al., 1999) and their
hybrids (Weedon and Rappaport, 1997; Carcione et al., 1999; Huang et al., 1999).
Although varied in their individual approaches, they all attempt to simulate the
propagation of the GPR wave from the surface downwards with the emphasis on
the interaction of the electromagnetic wave with the subsurface materials. Basic ray-
tracing methods and simple transmission–reflection techniques rely on the modeller
describing objects as geometrical ‘objects’ of contrasting relative permittivity (") and
conductivity (�) with sharp interfacial boundaries. The modelled GPR response is
then computed directly from the reflection–transmission properties of each interface
and the form of a basic source wavelet (commonly a Ricker wavelet with a specific
antenna-related central frequency). More sophisticated commercial versions use ray
tracing, simple finite-difference modelling (REFLEX-WINTM – Sandmeier Soft-
ware, 2008) or frequency–wavelength inversions (EKKO_MODELTM – Sensors and
Software, 2005) to produce a 2D, synthetic ‘radargram’ from a geometrically based
subsurface model of contrasting materials. Although relatively basic, these user-
friendly schemes can produce comprehensive and sophisticated results that are
perfectly adequate for the basic interpretation of GPR responses from simple struc-
tures and targets. Being quick, computationally undemanding and adaptable, these
more schemes are very well-suited to practical GPR applications where identification
and/or verification are/is key to the interpretation. If more sophisticated interpreta-
tions are required, then the finite-difference, time domain (or FDTD) technique has
evolved into one the most popular of the advanced modelling tools, particularly in
more complex environments (Taflove and Hagness, 2005). These techniques are able
to model the subsurface properties more accurately than ray-tracing methods (parti-
cularly in lossy, dispersive environments) and, more importantly, realistically repre-
sent the true 3D geometry and structure of both subsurface targets and the GPR
antennae. This allows the user to simulate GPR propagation through quite complex
environments and, therefore, extract subtle interpretational information from the real
data (such as the timing and presence of multiples, the dispersive characteristics of the
subsurface media, target material properties).

To model the propagating GPR wave, the subsurface is usually subdivided into
a 3D, orthogonal grid of individual ‘field cells’ ranging in size between 1/8 and 1/
15 of the dominant signal wavelength. Within each individual cell, the electric field
(E) and the magnetic field (H) are described by discrete field components (Ex, Ey,
Ez, Hx, Hy, Hz) that are uniformly staggered in space and time to form the ‘Yee
Cell’ (Yee, 1966). With the use of a finite-difference approximation to the differ-
ential form of Maxwell’s electromagnetic field equations, it is possible to calculate
the electric field at any point in space (and time) from a knowledge of its neigh-
bouring magnetic fields and vice versa. If an incremental, time-varying electric
‘source’ is used to simulate the radiating GPR antenna signal, then for a specific
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time increment, the total 3D EM field is calculated by computationally stepping
through each of the alternating E and H field calculations for every individual cell
in sequence. This procedure is then repeated for the next time increment, etc.,
resulting in the time-dependent propagation of the EM wave throughout the
whole of the modelled volume. In order to replicate the subsurface physically,
individual permittivity, magnetic permeability and conductivity properties are
assigned to each cell in turn, and geometrically complex structures are constructed
by grouping together cells of equal properties. With appropriate antenna designs
and source wavelets, almost any GPR situation can be modelled, however com-
plex, as long as there are enough computational resources to throw at the model.
The flexibility of the method has led to examples from across the whole range of
GPR applications from forensics (Hammon et al., 2000) through to landmine
detection (Montoya and Smith, 1999; Oğuz and Gürel, 2003), borehole GPR
(Holliger and Bergmann, 2002), hydrocarbon contamination (Cassidy, 2008) and
NDT applications (Giannopoulos, 2005). A representative example of the method’s
use is shown in Figure 5.13, where a 950-MHz GPR bistatic reflection survey over
two plastic anti-tank mines, buried in a heterogeneous sandy soil, is modelled in
three dimensions (the figure shows a 2D section through the model). The model
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Figure 5.13 Finite-difference, time domain (FDTD) modelling example of a 900-MHz
ground penetrating radar (GPR) bistatic reflection survey collected over two plastic anti-tank
mines buried in a heterogeneous sandy soil.The model includes shielded antenna, dispersive,
lossy materials and a complex subsurface environment with randomly varying topsoil
materials and rough interface surfaces.
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includes shielded antennae, dispersive, lossy materials and a complex subsurface
environment with randomly varying topsoil materials and rough interface surfaces.
Despite the presence of significant clutter from the heterogeneous nature of the
subsurface conditions, the response of the two landmines is evident in the simulated
section with each one having slightly more coherent returns than the background
material. What the model has allowed us to do is assess the likely amplitude, phase,
location, extent and form of the anti-tank mine responses in an environment that,
although simplified, is realistic. This is an invaluable interpretational information
and with the ability to change the material parameters and subsurface geometry to
fit any situation, we have the potential to simulate potential anti-tank mine
responses from anywhere in the world. Even with this relatively simple example,
the interpretational benefits of the modelling technique are clear. However, the
downside is that this level of modelling sophistication is not available in commer-
cially available GPR processing packages and that a fair bit of computational power
is required to run the simulations. That said, accurate 3D, FDTD models at realistic
scales (e.g., centimetre grid resolutions and cubic metre scales for 900-MHz
antennae) can easily be run in a few hours on a modern dual-core PC. Ultimately,
such complex and time-consuming techniques are unlikely to be appropriate for
the majority of GPR users, but if modelling could have some potential in your own
application area (and you have a modern PC), then the freely available GPR-based,
FDTD software program GPRMax is for you. It can be obtained over the internet
from http://www.gprmax.org (GPRMax – Giannopoulos, 2008).

5.5. PROCESSING, IMAGING AND VISUALISATION: CONCLUDING
REMARKS

All GPR data require some form of processing before interpretation can be
attempted, but to be appropriate and successful, the techniques must be used
judicially, particularly the more advanced ones. Often, processing steps are applied
blindly without regard for their consequences and with little improvement in the
data. Therefore, each method should be evaluated before its use and, if there is little
to gain from its application, then it should be deemed unnecessary. This is parti-
cularly true in complex environments where the use of more advanced methods
may actually be detrimental to the interpretation (Conyers and Goodman, 1997).

Ultimately, processing, analysis and modelling are interrelated as they all attempt
to improve data quality and/or interpretation. In practice, processing methods are
necessary for interpretations whilst forward modelling and analysis methods can be
considered ‘‘extras’’ that are required only if additional information is needed for
advanced interpretation, material analysis or target classification. Realistic interpre-
tations are generally guaranteed if the data have been collected and processed by
trained, competent personnel in the first place, but it is worth remembering that
the ‘processing of GPR data tends to improve the appearance of data, but rarely
does processing substantially change the interpretation’ (Daniels et al., 1997). In
reality, the ethos advocated at the start of the chapter, ‘‘processing is an aid to data
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interpretation and if a feature is absent in the raw data, it is likely to be absent in the
processed data’’, is a good one to adopt under general circumstances. Of course,
there is always more that can be done with the data, and improved signal processing
methods are being continuously developed to help the user extract subtle, yet
important, interpretational information from the received signal. However, there
is a long way to go before signal processing and data interpretation become
‘automated’ and, as such, users still need to develop the necessary skills and
experience to know what works best in their own application areas.
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Fruhwirth, R.K., Müller, R.E. and Schmöller, R., 1994, Resampling in the frequency domain, a
method for interpolation of time series. Proceedings of the 5th International Conference on
Ground Penetrating Radar, Canada, pp. 677–687.

Gerlitz, K., Knoll, M.D., Cross, G.M., Luzitano, R.D. and Knight, R., 1993, Processing ground
penetrating radar data to improve resolution of near-surface targets. Proceedings of the Sympo-
sium on the Application of Geophysics to Engineering and Environmental Problems (SAGEEP
‘93), San Diego, USA. pp. 561–575.

Giannopoulos, A. 2005, Modelling ground penetrating radar by GprMax. Construction and Building
Materials, Vol. 19, pp. 755–762.

Giannopoulos, A., 2008, GprMax, Electromagnetic simulator for ground penetrating radar, http://
www.gprmax.org, University of Edinburgh.

Goodman, D.J., 1994, Ground-penetrating radar simulation in engineering and archaeology. Geo-
physics, Vol. 59, No. 1, pp. 224–232.

Goodman, D., Nishimura, Y., Hongo, H. and Okita, M., 1998, GPR amplitude rendering in
archaeology. Proceedings of the 7th International Conference on Ground Penetrating Radar
(GPR’98), USA.

Grandjean, G. and Durand, H., 1999, Radar unix: A complete package for GPR data processing.
Computers and Geosciences, Vol. 25, No. 2, pp. 141–149.

GSSI, 2008. RADANTM, http://www.geophysical.com/software.htm, Geophysical Survey Systems,
Inc. Salem, NH, USA.

Hammon, W.S., McMechan, G.A. and Zeng, X., 2000, Forensic GPR: Finite-difference simulations
of responses from buried human remains. Journal of Applied Geophysics, Vol. 45, pp. 171–186.

Ground Penetrating Radar Data Processing, Modelling and Analysis 173



Hayakawa, H. and Kawanaka, A., 1998, Radar imaging of underground pipes by automated estima-
tion of velocity distribution versus depth. Journal of Applied Geophysics, Vol. 40, pp. 37–48.

Hayakawa, H., Niigawa, T. and Kawanaka, A., 1996, Radar imaging of underground objects in
inhomogeneous soil using X-T-V data matrix. Proceedings of the 6th International Conference
on Ground Penetrating Radar (GPR’96), Japan, pp. 579–584.

Heincke, B., Green, A.G., van der Kruk, J. and Willenberg, H., 2006, Semblance-based topographic
migration (SBTM): A method for identifying fracture zones in 3D georadar data. Near Surface
Geophysics, Vol. 4, No. 2, pp. 79–88.

Holliger, K. and Bergmann, T., 2002, Numerical modelling of borehole georadar data. Geophysics,
Vol. 67, No. 4, pp. 1249–1257.
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6.1. INTRODUCTION

Soils are three-dimensional (3D) natural bodies consisting of unconsoli-
dated mineral and organic materials that form a continuous blanket over most
of the earth’s land surface. At all scales of measurements, soils are exceedingly
complex and variable in biological, chemical, physical, mineralogical, and elec-
tromagnetic properties. These properties influence the propagation velocity,
attenuation, and penetration depth of electromagnetic energy, and the effec-
tiveness of ground penetrating radar (GPR). Knowledge of soils and soil
properties is therefore useful, and often essential, both in the design and
operation of GPR surveys. In this chapter, soil properties that influence the
use of GPR are discussed. Ground penetrating radar soil suitability maps are
introduced. These maps can aid GPR users who are unfamiliar with soils in
assessing the likely penetration depth and relative effectiveness of GPR within
project areas. This chapter cites studies that have used GPR to investigate soils.
Also discussed are the uses of GPR to measure root biomass, distribution and
architecture, and detect internal defects in trees.
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6.2. SOILS

6.2.1. Soil properties that affect the performance
of ground penetrating radar

The resolution and penetration depth of GPR are determined by antenna fre-
quency and the electrical properties of earthen materials (Olhoeft, 1998; Daniels,
2004). Because of high rates of signal attenuation, penetration depths are greatly
reduced in soils that have high electrical conductivity. The electrical conductivity
of soils increases with increasing water, soluble salt, and/or clay contents (McNeill,
1980). These soil properties determine electrical charge transport and storage
(Olhoeft, 1998). In soils, the most significant conduction-based energy losses are
due to ionic charge transport in the soil solution and electrochemical processes
associated with cations on clay minerals (Neal, 2004). These losses can seriously
impact the performance of GPR (Campbell, 1990; Olhoeft, 1998).

Electrical conductivity is directly related to the amount, distribution, chemistry,
and phase (liquid, solid, or gas) of the soil water (McNeill, 1980). Electrical con-
ductivity, dielectric permittivity, and energy dissipation increase with increasing soil
water content (Campbell, 1990; Daniels, 2004). Water is a polar molecule. When an
alternating electrical field is applied to the soil, water molecules experience a force that
acts to align their permanent dipole moments parallel to the direction of the applied
electrical field (Daniels, 2004). The small displacement of bound water molecules
results in the loss of some energy as heat (Neal, 2004). Polarization processes result in
the storage of some electrical field energy and dielectric relaxation losses. At frequen-
cies above 500MHz, the absorption of energy by water is the principal loss mechan-
ism in soils (Daniels, 2004). Even under very dry conditions, capillary-retained water
is sufficient to influence electrical conductivity and energy loss.

Electrical conductivity and energy loss are also affected by the amount of salts in
the soil solution (Curtis, 2001). All soil solutions contain some salts, which increase
the conductivity of the electrolyte. In general, soluble salts are leached to a greater
degree from soils in humid than in semiarid and arid regions. In semiarid and arid
regions, soluble salts of potassium and sodium, and less soluble carbonates of
calcium and magnesium are more likely to accumulate in the upper part of soils.
These salts increase the electrical conductivity of the soil solution and consequent
attenuation of electromagnetic energy (Doolittle and Collins, 1995). Because of
their high electrical conductivity, saline (electrical conductivity> 4 dS/m) and
sodic (sodium absorption ratio � 13) soils are considered unsuited to most GPR
applications. In these soils, effective GPR penetration is usually restricted to the
surface layers and depth of less than 25 cm.

Calcareous and gypsiferous soils mostly occur in base-rich, alkaline environments
in semiarid and arid regions. These soils are characterized by layers with secondary
accumulations of calcium carbonate and calcium sulfate, respectively. High concen-
trations of calcium carbonate and/or calcium sulfate imply less-intense leaching,
prevalence of other soluble salts, greater quantities of inherited minerals from parent
rock, and accumulations of specific mineral products of weathering (Jackson, 1959).
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Typically, soils with higher calcium carbonate contents have higher dielectric per-
mittivity (Lebron et al., 2004). Grant and Schultz (1994) observed a reduction in the
depth of GPR penetration in soils that have high concentrations of calcium carbonate.

The electrical conductivity of soils is governed by the amount of clay particles
(particles <0.002mm in diameter) and the types of clay minerals present (McNeill,
1980). Clay particles have greater surface areas and can hold more water than the silt
(particles 0.002–0.05mm in diameter) and sand (particles 0.05–2.0mm in diameter)
fractions at moderate and high water tensions. Because of isomorphic substitution,
clays minerals have a net negative charge. To maintain electrical neutrality,
exchangeable cations occupy the surfaces of clay particles and contribute to energy
losses (Saarenketo, 1998). These cations concentrate in the diffuse double layer that
surrounds clay minerals and provide an alternative pathway for electrical conduc-
tion. Surface conduction is directly related to the amount of clay particles in the soil
and the concentration and mobility of the adsorbed cations on the clay particles
(Shainberg et al., 1980). In general, the contribution of clay particles and surface
conduction to electrical conductivity and energy loss is more evident in soils that
have low rather than high salt concentrations (Klein and Santamarina, 2003).

Because of their high adsorptive capacity for water and exchangeable cations,
clays increase the dissipation of electromagnetic energy. As a consequence, the
penetration depth of GPR is inversely related to clay content. Olhoeft (1986), using
a 100-MHz antenna, observed a penetration depth of about 30m in some clay-free
sands. However, with the addition of only 5% clay (by weight), the penetration
depth was reduced by a factor of 20 (Olhoeft, 1986). Doolittle and Collins (1998)
noted that depending on antenna frequency and the specific conductance of the soil
solution, penetration depths range from 5 to 30m in dry, sandy (>70% sand and
<15% clay) soils, but average only 50 cm in wet, clayey (>35% clay) soils.

Soils contain various proportions of different clay minerals (e.g., members of
kaolin, mica, chlorite, vermiculite and smectite groups). The size, surface area,
cation-exchange capacity (CEC), and water-holding capacity of clay minerals vary
greatly. Variations in electrical conductivity are attributed to differences in CEC
associated with different clay minerals (Saarenketo, 1998). Electrical conductivity
and energy loss increase with increasing CEC (Saarenketo, 1998). Soils with clay
fractions dominated by high CEC clays (e.g., smectitic and vermiculitic soil
mineralogy classes) are more attenuating to GPR than soils with an equivalent
percentage of low CEC clays (e.g., kaolinitic, gibbsitic, and halloysitic soil miner-
alogy classes). Soils classified as belonging to the kaolinitic, gibbsitic, and halloysitic
mineralogy classes characteristically have low CEC and low base saturation. As a
general rule, for soils with comparable clay and moisture contents, greater depths of
penetration can be achieved in highly weathered soils of tropical and subtropical
regions than in soils of temperate regions.

6.2.2. Soil suitability maps for ground penetrating radar

Increasingly, GPR is being used in agronomic, archaeological, engineering, envir-
onmental, crime scene, and soil investigations. A common concern of GPR users is

Soils, Peatlands, and Biomonitoring 181



whether or not the radar will be able to achieve the desired depth of penetration.
Ground penetrating radar is highly suited to most applications in dry sands, where
penetration depths can exceed 50m with low-frequency antennas (Smith and Jol,
1995). However, a thin, conductive soil horizon or layer will cause high rates of
signal attenuation, severely restricting penetration depths and limiting the suitability
of GPR for a large number of applications. In saline and sodic soils, where
penetration depths are typically less than 25 cm (Daniels, 2004), GPR is an inap-
propriate tool. In wet clays, where penetration depths are typically less than 1m
(Doolittle et al., 2002), GPR has a very low potential for many applications.

Knowledge of soils and soil properties is important for the effective use of GPR.
Most radar users have limited knowledge of soils and are unable to foretell the
relative suitability of soils for GPR within project areas. Soil survey reports and
databases provide information on soil properties that affect GPR and are available
for most areas of the United States. Hubbard et al. (1990) developed a GPR
suitability map for the state of Georgia based on information contained in published
soil survey reports. Collins (1992) used the US soil taxonomic classification system
to create GPR suitability maps based on properties within the upper 2m of soils.
Doolittle et al. (2002, 2003, 2007) developed and later revised a thematic map, the
Ground Penetrating Radar Soil Suitability Map of the Conterminous United States
(GSSM-USA) (Figure 6.1), which shows the relative suitability of soils for GPR
applications. The GSSM-USA is based on field observations made throughout the
United States and soil attribute data contained in the USDA-Natural Resources
Conservation Service (NRCS) State Soil Geographic (STATSGO) database. The
STATSGO database was developed by the USDA-NRCS for broad land use
planning encompassing state, multi-state, and regional areas (National Soil Survey
Center, 1994). The STATSGO database consists of digital map data, attribute data,
and Federal Geographic Data Committee compliant metadata. The database is
linked to soil interpretation records that contain data on the physical and chemical
properties of about 18,000 different soils.

The lack of adequate data on soil moisture and the high spatial and temporal
variations in the degree of soil wetness precluded the use of moisture content in the
preparation of this map. As a consequence, properties selected to prepare the
GSSM-USA principally reflect variations in the clay and soluble salt contents of
soils. Attribute data used to determine the suitability indices of soils include
taxonomic criteria, clay content and mineralogy, electrical conductivity, sodium
absorption ratio, and calcium carbonate and calcium sulfate contents. Each soil
attribute was rated and assigned an index value ranging from 1 to 6. Lower attribute
index values are associated with lower rates of signal attenuation, greater penetra-
tion depths, and soil properties that are characteristically more suited to GPR. For
each soil attribute, the most limiting (maximum) index value within depths of 1.0
or 1.25m was selected. These limiting soil attribute indices were summed for each
soil. For each soil map unit, the relative proportions of soils with the same index
values were summed. The dominant index value (value with the most extensive
representative area in each map unit) is selected as the GPR suitability index for
each soil map unit. The dominant suitability index for each soil map unit is joined
to the map unit identifiers in the digital map for classification and visualization.
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Figure 6.1 TheGround Penetrating Radar Soil Suitability Map of the Conterminous United States (GSSM-USA) is based on data contained in the state
soil geographic (STATSGO) database.

S
o
ils,

P
e
a
tla

n
d
s,

a
n
d
B
io
m
o
n
ito

rin
g

18
3



Soil attribute index values and relative soil suitability indices are based on observed
responses from antennas with center frequencies between 100 and 200MHz. For
mineral soils, the inferred suitability indices are based on unsaturated conditions and
the absence of contrasting materials within depths of 1m. Penetration depths and the
relative suitability of mineral soils will be less under saturated conditions.

The GSSM-USA provides an indication of the relative suitability of soils to GPR
within broadly defined soil and physiographic areas of the conterminous United
States. Within any broadly defined area, the actual performance of GPR will depend
on the local soil properties, the type of application, and the characteristics of the
subsurface target. Because of the small compilation scale (1:250,000) of the GSSM-
USA, the minimum polygon size is about 625 ha. As a consequence of this small map
scale, field soil data have been generalized and much spatial information omitted.

Ground penetrating radar users would benefit from larger-scale,
less-generalized maps, which show in greater detail the spatial distribution of soil
properties that influence the penetration depth of GPR. Larger-scale GPR soil
suitability maps have been prepared on a state basis using the Soil Survey Geo-
graphic (SSURGO) database (Doolittle et al., 2006). The SSURGO database
contains the most detailed level of soil geographic data developed by the USDA-
NRCS (1995). Base maps are USGS 7.5-min topographic quadrangles and
1:12,000 or 1:24,000 orthophotoquads. Soil maps in the SSURGO database
duplicate the original soil survey maps, which were prepared at scales ranging
from 1:12,000 to 1:63,360 (minimum delineation size ranging from about 0.6 to
16.2 ha, respectively) (Soil Survey Staff, 1993). The same soil properties attribute
index values, and processing programs used to prepare the GSSM-USA are used
with the SSURGO database to produce these larger-scale state maps.

An example of a state GPR soil suitability map, the Ground Penetrating Radar Soil
Suitability Map of Wisconsin (GSSM-WI ), is shown in Figure 6.2. The GSSM-WI
was prepared at a display scale of 1:700,000. Compared with the GSSM-USA
(see Figure 6.1), information contained on the GSSM-WI (see Figure 6.2) is less
generalized, soil patterns are more intricate, and soil polygons are shown in
greater detail. Broad spatial patterns, which correspond to major soil and
physiographic units within Wisconsin, are evident on both thematic maps (see
Figures 6.1 and 6.2). However, the GSSM-WI provides a more detailed over-
view of the spatial distribution of soil properties that influence the depth of
penetration and effectiveness of GPR. As soil delineations are not homogenous
and contain dissimilar inclusions, on-site investigations are needed to confirm
the suitability of each soil polygon for different GPR applications. The spatial
information contained on GPR soil suitability maps can aid investigators who
are unfamiliar with soils in assessing the likely penetration depth and relative
effectiveness of GPR within project areas. In addition, these maps can help
radar users evaluate the relative appropriateness of using GPR, select the most
suitable antennas and survey procedures, and assess the need and level of data
processing. Ground penetrating radar soil suitability maps are available for most
states and can be accessed at http://soils.usda.gov/survey/geography/maps/
GPR/index.html. These maps are periodically updated as additional areas are
surveyed and soil information is collected and certified.
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6.2.3. Ground penetrating data and soil surveys

Soil surveys are the ‘‘systematic examination, description, classification, and map-
ping of soils’’ (Soil Science Society of America, 2001). The nature, composition,
and boundaries of soil polygons that appear on soil maps were inferred by soil

Figure 6.2 The Ground Penetrating Radar Soil Suitability Map of Wisconsin (GSSM-WI) is
based on data contained in the Soil Survey Geographic (SSURGO) database.
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scientists from a limited number of point observations made with augers, probes,
and shovels. Soil mapping is a slow and labor-intensive process. As a consequence,
observations are generally sparse and a very large portion of the soil continuum
below the surface is not observed. Constrained by limited exposures and burdened
by partial or detached information, inferences on the nature and properties of soils
must be extended across the more expansive areas between observation points.
Because of these limitations, alternative methods are being explored to complement
traditional soil survey techniques, provide more comprehensive coverage, and
improve the assessment of soil properties. To be effective, these methods must be
relatively fast, accurate, and inexpensive. Different geophysical tools are being used
to characterize soil properties and variability at different scales and level of resolu-
tions. Ground penetrating radar has been used to help characterize the soil con-
tinuum and support soil survey investigations.

Since the late 1970s, GPR has been used as a quality control tool for soil surveys
in the United States. In 1979, the use of GPR for soil surveys was successfully
demonstrated in Florida (Benson and Glaccum, 1979; Johnson et al., 1979).
Because of the ubiquity of sandy soils with favorable characteristics and contrasting
soil horizons, GPR has been extensively used to update soil surveys in Florida
(Schellentrager et al., 1988).

In the United States, mineral soils are typically observed, described, and classi-
fied to a depth of 2m or to bedrock (if within depths of 2m) (Soil Survey Staff,
1999). Ground penetrating radar is principally used by soil scientists as a quality
control tool to verify the taxonomic composition of soil map units, document the
presence and depth to diagnostic soil horizons and features, and assess spatial and
temporal variations in soil properties.

For most GPR soil investigations, a transect line or a small grid is established
across a representative soil area. Typically, reference points are located at uniform
intervals along transect or grid lines. The interval between reference points varies
with the purpose of the survey and the anticipated variability of soil features under
investigation but typically ranges from 0.5 to 15m. A suitable radar antenna is
towed or dragged along these lines. After reviewing the radar record in the field,
soils are observed and described at selected reference points to verify GPR depth
measurements and interpretations. Based on these observations, diagnostic subsur-
face horizons, contrasting layers, and/or soil features are identified and traced
laterally across the radar record. The presence and depth to diagnostic subsurface
horizons or soil features is used to determine the taxonomic classification and name
of the soil at each reference point.

The most commonly used antennas for soil investigations have center frequen-
cies between 100 and 500MHz. Higher-frequency (400–500MHz) antennas often
provide more satisfactory results in relatively dry, electrically resistive soils. In
highly attenuating soils, where the depth of penetration is very limited, these
higher-frequency antennas often provide comparable depths and greater resolution
than lower-frequency antennas. Antennas with frequencies of 900MHz–1.5GHz
have been used for some shallow investigations in sandy soils. For organic soils, where
greater depths of penetration are often needed, lower-frequency (70–200MHz)
antennas are commonly used.
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Ground penetrating radar has been effectively used to provide data on the
presence, depth, lateral extent, and variability of diagnostic subsurface horizons
that are used to classify soils (Collins et al., 1986; Doolittle, 1987; Schellentrager
et al., 1988; Puckett et al., 1990). Provided soil conditions are suitable, GPR is used
to determine the depth to contrasting master (B, C, and R) subsurface horizons.
Other soil horizons and layers (e.g., buried genetic horizons, dense root-restricting
layers, frozen soil layers, illuvial accumulations of organic matter, and cemented or
indurated horizons) have also been identified with GPR. Ground penetrating radar
does not image subtle changes in soil properties (e.g., color, mottles, structure,
porosity, and slight changes in texture), transitional horizons (e.g., AB, AC, BC), or
vertical divisions in master horizons.

Radar interpretations provide fairly accurate measurements of the depth and
thickness of some soil horizons. Johnson et al. (1979), working in sandy soils
with well-expressed horizons, observed that radar-interpreted depths were within
+2.5–5.0 cm of the measured depths. Asmussen et al. (1986) observed an average
difference of 19.2 cm between the interpreted and measured depths to argillic (Bt)
horizons, which ranged in depth from approximately 20 to 450 cm. Rebertus et al.
(1989) observed that the difference between the interpreted and measured depths to
a discontinuity, which ranged in depth from 0 to about 230 cm, was less than 15 cm
in 94% of the observations. Collins et al. (1989) observed an average difference of
6 cm between the interpreted and measured depths to bedrock, which ranged in
depth from about 80 to 240 cm.

Typically, strong radar reflections (high-amplitude reflections) are produced by
soil interfaces that have abrupt boundaries and separate contrasting soil materials.
These interfaces often correspond to boundaries that separate soil horizons. Con-
trast between soil horizons is often associated with differences in moisture contents,
physical (texture and bulk density), and/or chemical (organic carbon, calcium
carbonate, and sesquioxides) properties. Ground penetrating radar has been used
to estimate the depth to argillic (Asmussen et al., 1986; Collins and Doolittle, 1987;
Doolittle, 1987; Truman et al., 1988; Doolittle and Asmussen, 1992), spodic
(Collins and Doolittle, 1987; Doolittle, 1987; Burgoa et al., 1991), and placic
(Lapen et al., 1996) horizons. These horizons generally have well-defined upper
boundaries that display abrupt increases in bulk density and illuviated silicate clays
(argillic horizon), humus and free sesquioxides (spodic horizon), or cemented Fe,
Mn, or Fe–humus complexes (placic horizon). Ground penetrating radar has also
been used to determine the thickness of albic horizons and chart the depth, lateral
extent, and continuity of duripans, petrocalcic, and petroferric horizons (Doolittle
et al., 2005), fragipans (Olson and Doolittle, 1985; Lyons et al., 1988; Doolittle
et al., 2000), ortstein (Mokma et al., 1990a), and traffic pans (Raper et al., 1990).
Duripans, petrocalcic, and petroferric horizons are indurated (primarily cemented
with secondary SiO2, CaCO3, and, Fe2O3, respectively). Fragipans and traffic pans
have higher bulk densities and are less permeable than overlying or underlying
horizons. Ortstein is a cemented spodic horizon. Ground penetrating radar has
been used to infer distinct changes in soil color associated with abrupt and con-
trasting changes in organic carbon contents (Collins and Doolittle, 1987). Ground
penetrating radar has also been used to infer the concentration of lamellae (Farrish
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et al., 1990; Mokma et al., 1990b; Tomer et al., 1996) and plinthite (Doolittle et al.,
2005) in soils. In areas of permafrost, GPR has been used to estimate the thickness
of active layers (Doolittle et al., 1990b).

Figure 6.3 shows a soil profile and radar record from an area of Pomona soil
(sandy, siliceous, hyperthermic Ultic Alaquods) in north-central Florida. The Pomona
soil formed in sandy overlying loamy (10 to 27 percent clay) marine sediments on the
Lower Coastal Plain. The shovel in the picture of the soil profile (left) is about 90 cm
in length. The depth scale on the radar record (right) is in meters. The white vertical
lines at the top of the radar record represent equally spaced (3m) reference points. The
upper boundaries of the spodic and argillic horizons are abrupt and separate contrast-
ing soil materials and therefore produce high-amplitude reflections. The spodic
horizon is the dark subsurface horizon in the upper part of the soil profile (midway
along the shovel handle). Spodic horizons are illuvial layers of active amorphous
materials composed of organic matter and aluminum, sometimes with iron (Soil
Survey Staff, 1999). Because of differences in their bulk density and water retention
capacity, spodic horizons are detectable with GPR. On the radar record, the spodic
horizon provides a continuous reflection that varies in depth from about 20 to 60 cm.

On the soil profile (see Figure 6.3), the argillic horizon appears as a grayish
colored, subsurface horizon with an irregular upper boundary near the base of the
shovel blade. Argillic horizons are illuvial layers that contain significant accumula-
tions of silicate clay (Soil Survey Staff, 1999). Because of abrupt and substantial
increases in clay content and bulk density, the upper boundary of argillic horizons is
usually detectable with GPR. On the radar record (see Figure 6.3), the upper
boundary of the argillic horizon is highly irregular and varies in depth from about
60 to 160 cm. Generally, argillic horizons provide smooth, continuous reflectors
that occur at more uniform depths. The irregularly upper boundary of the argillic
horizon is attributed to underlying dissolution features that are associated with karst.

Figure 6.4 contains a soil profile and radar record from an area of Enfield soil
(coarse–silty over sandy or sandy-skeletal, mixed, active, mesic Typic Dystrudepts)

Figure 6.3 The spodic and argillic horizons of Pomona soil are well expressed in this picture
and radar record from north-central Florida. (Picture of soil profile is courtesy of Dr. Mary
Collins, University of Florida.)

188 James A. Doolittle and John R. Butnor



in southern Rhode Island. The depth scales are in centimeters on the soil profile
(left) and meters on the radar record (right). The white vertical lines at the top of
the radar record represent equally spaced (3m) reference points. In both the soil
profile and the radar record, an abrupt and contrasting discontinuity separates the
loamy eolian mantle from the underlying sandy outwash. Discontinuities represent
contrasting soil materials. Soil materials on both sides of this discontinuity differ
substantially in particle size distribution, bulk density, pore size distribution, and
mineralogy. On the radar record shown in Figure 6.4, the discontinuity affords an
easily identified, high-amplitude reflector that ranges in depth from about 70 to
140 cm. Linear reflectors in the materials underlying the discontinuity helped to
confirm that the substratum consists of glacial outwash rather than till. Tills
represent unsorted and unstratified materials deposited by glacial ice. Typically,
on radar records, tills display chaotic graphic signatures characterized by an abun-
dance of point reflectors from cobbles and boulders and the absence of linear
reflectors, which would suggest layering and the flow of water. Other than parallel
bands of reverberated signals, the eolian mantle is relatively free of reflectors.

In many upland areas, it is difficult to excavate and examine soil profiles and
determine the depths to bedrock. Rock fragments and irregular or weathered
bedrock surfaces limit the effectiveness of conventional probing techniques.
Ground penetrating radar has been used extensively to chart the depths to bedrock
(Collins et al., 1989; Davis and Annan, 1989), changes in rock type (Davis
and Annan, 1989), characterize internal bedding, cleavage and fracture planes
(Holloway and Mugford, 1990; Stevens et al., 1995; Toshioka et al., 1995; Lane
et al., 2000; Grasmueck et al., 2004; Nascimento da Silva et al., 2004; Porsani et al.,
2005), and cavities, sinkholes, and fractures in limestone (Barr, 1993; Pipan et al.,
2000; Al-fares et al., 2002).

In many upland soils, GPR is more reliable and effective than traditional soil-
surveying tools for determining the depth to bedrock and the composition of soil
map units based on soil depth criteria (Collins et al., 1989; Schellentrager and

Figure 6.4 A discontinuity separating a loamy eolian mantle from sandy glacial outwash is
evident in this picture and radar record from southern Rhode Island. (Picture of soil profile is
courtesy of JimTurenneUSDA-NRCS.)

Soils, Peatlands, and Biomonitoring 189



Doolittle, 1991). The soil/bedrock interface often provides an abrupt and well-
expressed, easily identifiable reflector on radar records. Often, this interface pro-
vides smooth, continuous, and high-amplitude reflections. However, the soil/
bedrock interface is not always easy to identify on radar records. Coarse fragments
in the overlying soil, irregular bedrock surfaces, fracturing, and the presence of
saprolite make the identification of the soil/bedrock interface more ambiguous on
some radar records.

Figure 6.5 shows a soil profile and a radar record from an area of Weikert and
Berks soils (loamy-skeletal, mixed, active, mesic Lithic and Typic Dystrudepts,
respectively) in central Pennsylvania. The depth scales is about 3m. The white vertical
lines at the top of the radar record represent equally spaced (3m) reference points.
Weikert and Berks soils are shallow (0–50 cm) and moderately deep (50–100 cm) to
shale bedrock, respectively. On the picture of the soil exposure, the shale bedrock
appears highly fractured with noticeably inclined, twisted, and convoluted bedding
and fracture planes. On the radar record, a green-colored line has been used to
identify the interpreted soil/bedrock interface. This interface is highly irregular
and segmented. Because of the lack of a single, well-expressed, continuous, high-
amplitude reflection, the picking of the soil/bedrock interface is unclear on this radar
record, and the accuracy of interpreted soil depth measurements is lessened.

Ground penetrating radar has also been used by soil scientists and geomorphol-
ogists to improve soil–landscape models and soil map unit design on glacial-scoured
uplands (Doolittle et al., 1988), wetland catena (Lapen et al., 1996), and coastal
plain sediments (Rebertus et al., 1989; Puckett et al., 1990). Recent advancements
in processing technologies have facilitated the manipulation of large datasets and the
creation of 3D radar images. These displays can provide unique perspectives into
the subsurface but have been infrequently used in soil–landscape investigations.

6.2.4. Uses of ground penetrating radar in organic soils and peatlands

Peatlands occupy an estimated area of 3.46� 106 km2 and comprise more than
50% of the global wetlands (Bridgham et al., 2001). Within the United States,
peatlands cover an estimated area of 231,781 km2 (Bridgham et al., 2001).
Globally, peatlands represent a significant soil carbon reserve and methane

Figure 6.5 The irregular topography of the soil/bedrock interface can be traced laterally on
this picture and radar record from an area of Berks andWeikert soils in central Pennsylvania.
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reservoir. Once avoided or overlooked, today many peatlands are managed to
meet increasing agricultural, mining, and urban needs (Johnson and Worley,
1985). A prerequisite for the effective use and management of these peatlands
is knowledge of the thickness, distribution, and volume of peat. Ground
penetrating radar has been used to inventory and map peatlands. Compared
to traditional surveying methods, GPR is faster and requires significantly less
time and effort to obtain similar information on the thickness, volume, and
geometry of peatlands (Jol and Smith, 1995).

Ground penetrating radar can provide information on the depth and geometry of
organic deposits at a level of detail and accuracy that is comparable to information
obtained with manual methods (Ulriksen, 1980). In a comparative study with tradi-
tional methods, Ulriksen (1982) found GPR to be a more efficient tool for estimating
the thickness and characterizing the subsurface topography of organic deposits.
Ground penetrating radar has been used to estimate the thickness and volume of
organic deposits (Ulriksen, 1982; Shih and Doolittle, 1984; Tolonen et al., 1984;
Collins et al., 1986; Worsfold et al., 1986; Welsby, 1988; Doolittle et al., 1990a;
Pelletier et al., 1991; Hanninen, 1992; Turenne et al., 2006), to distinguish layers
having differences in degree of humification and volumetric water content (Ulriksen,
1982; Tolonen et al., 1984; Worsfold et al., 1986; Chernetsov et al., 1988; Theimer
et al., 1994; Lapen et al., 1996), and to classify organic soils (Collins et al., 1986). Lowe
(1985) used GPR to assess the amount of logs and stumps buried in peatlands. Holden
et al. (2002) used GPR to locate subsurface piping in organic deposits. Ground
penetrating radar has also been used to provide information for the placement of
roads, pipelines, and dikes on peatlands (Ulriksen, 1982; Saarenketo et al., 1992; Jol
and Smith, 1995). Moorman et al. (2003) discussed GPR surveys of peatlands located
in areas of permafrost. Ground penetrating radar has also been used in peatlands to
characterize subsurface deposits and look for communalities in substrate formations
and sequences, which may be used for their hydrologic classification.

Although profiling depths as great as 8–10m have been reported in some
peatlands (Ulriksen, 1980; Worsfold et al., 1986), GPR does not provide similar
results on all organic soils. In organic soils, the penetration depth and resolution of
subsurface features is limited by the specific conductivity and the concentration
of solutes in the pore water (Theimer et al., 1994). In general, penetration depths
are greater in ombrogenous bogs than in minerogenous fens (Malterer and
Doolittle, 1984). Ombrogenous bogs receive inputs only from precipitation and
therefore have lower pH and basic cation (Ca, Mg, Na, and K) contents. Miner-
ogenous fens receive significant inputs from groundwater and/or overland runoff,
which contain varying amounts of soluble salts. As a consequence, the groundwater
in minerogenous fens often has higher ionic conductivity and pH than the ground-
water in ombrogenous bogs (Bridgham et al., 2001). Ground penetrating radar is
more effective in acidic, low-nutrient peatlands than in alkaline, high-nutrient
peatlands. However, because of variations in the specific conductivity of the
groundwater, wide ranges in minerotrophy exist (Bridgham et al., 2001).

Organic soils that are classified as sulfidic or halic are unsuited to GPR. Typically,
these organic soils form in coastal marshes that are inundated by brackish waters and
are either enriched with acid sulfates (sulfidic) or salt (halic) (Soil Survey Staff, 1999).
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The high salinities and ionic solute levels in these fens rapidly absorb the radar’s
electromagnetic energy and restrict observation depths to less than 0.5m.

Organic deposits often display considerable anisotropy in moisture content and
bulk density. Differences in moisture contents have allowed some to distinguish
organic layers that are different in degree of humification, bulk density, and dielectric
permittivity (Tolonen et al., 1982; Chernetsov et al., 1988; Hanninen, 1992; Nobes
andWarner, 1992; Theimer et al., 1994). Some peatlands consist of organic layers that
are interstratified with mineral soil layers. These mineral layers may have high clay
contents that rapidly attenuate the radar’s energy and limit penetration depths.

Lower-frequency (<200MHz) antennas are typically used to profile peatlands.
Survey procedures vary with site conditions and survey objectives. In higher
latitudes, peatlands are often surveyed during winter months when the upper
organic soil layers are frozen and the surface is snow covered. Under these condi-
tions, the use of snowmobiles or tracked vehicles facilitates GPR surveys. In lower
latitudes, grass and reed-covered peatlands have been successfully surveyed in all
seasons with airboats. Pelletier et al. (1991) described the use of helicopters to
survey extensive peatlands in remote areas of Ontario.

Figure 6.6 shows a soil profile and a radar record from an area of Freetown soil
(dysic, mesic Typic Haplosaprists) in southeastern Massachusetts. In Figure 6.6, the
depth scales are in meters: 0–2m on the soil profile and 0–7.2m on the radar
record. The white vertical lines at the top of the radar record represent equally
spaced (10m) reference points. Abrupt and strongly contrasting differences in
water content makes the organic/mineral interface distinguishable on radar records.
In Figure 6.6, this interface forms a conspicuous reflector that varies in depth from
about 1.0 to 5.1m. Weak planar reflectors are evident and suggest layering within
the organic materials. The layering within the organic materials represents differ-
ences in degree of decomposition and associated water contents. On the soil profile
shown in Figure 6.6, layers of lighter-colored, less-decomposed organic soil mate-
rials (fibric materials) alternate with darker-colored layers of more decomposed
organic soil materials (sapric materials). No variations in signal attenuation,

Figure 6.6 The organic/mineral soil material provides a high-amplitude reflector that can be
traced laterally across a peatland formed in a kettle in southeasternMassachusetts.
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penetration depths, or the effectiveness of GPR have been associated with differ-
ences in the degree of organic matter decomposition (e.g., fibric, hemic, and sapric
organic materials).

6.3. BIOMONITORING

Ground penetrating radar can be used to detect and monitor below-ground
biological structures, provided there is sufficient electromagnetic contrast with the
surrounding soil matrix. Forest researchers are interested in measuring root biomass,
distribution, and architecture to evaluate forest productivity and health. Tree root
systems are commonly evaluated via labor-intensive, destructive, time-consuming
excavations. Ground penetrating radar has been used to resolve roots and buried
organic debris, assess root size, map root distribution, and estimate root biomass
(Butnor et al., 2001). Being noninvasive and nondestructive, GPR allows repeated
measurements that facilitate the study of root system development. Root biomass
studies provide insight into the effectiveness of varying water and fertilizer treat-
ments and are an indicator of tree health. Although live tree roots are the most
common targets for biomonitoring studies, GPR can be used to detect internal tree
defects (Miller and Doolittle, 1990; Schad et al., 1996).

Hruska et al. (1999) first used GPR to nondestructively map the distribution of
coarse (>3 cm diameter) root systems. In this study, a 450-MHz antenna and an image
analysis system were used to produce 3D graphics showing the distribution of roots of
several oak trees (Quercus petraea) within a 6� 6m plot. Woody roots often present
very complex reflective surfaces, which require some degree of verification. This may
be accomplished with root excavations (Stokes et al., 2002) or soil core samples
(Butnor et al., 2003) to confirm that root distributionmaps are accurate for a particular
site. When data collected with a 450-MHz antenna were compared to excavations,
large roots were accurately profiled, while smaller structures (<2 cm) were not
detectable (Stokes et al., 2002). Surface-based GPR systems can provide useful
information on lateral roots; however, the distribution of large roots extending
vertically or near-vertically in the soil is not possible (Stokes et al., 2002).

Roots, as small as 0.5 cm in diameter, have been detected at depths of less than
30 cm with a 1.5-GHz antenna in well-drained, sandy soils (Butnor et al., 2001).
However, without detailed, methodical scanning of small grids, it is not possible to
separate roots by size class or depth under field conditions (Wielopolski et al., 2000;
Butnor et al., 2001). Under optimal conditions in a sand test bed, enhanced
migration filtering methods have allowed accurate determination of root diameter
(Barton and Montagu, 2004). This work represents an important advance in
postcollection processing of root data, but the ideal conditions (widely spaced,
nonoverlapping roots, scanned at 90�) are quite different from the orientation and
geometry of root reflective surfaces found in a forest. More work is needed to
parameterize this type of analysis for real-world conditions. Since forests and tree
plantations are often found on soils that are marginal for agriculture, there are many
surface and textural conditions, which can confound interpretation. Root detection
is ineffective in soils with high clay or water contents, having large number of
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coarse fragments, or in most unimproved, forested terrains where presence of
herbaceous vegetation, fallen trees limbs, and irregular soil surfaces impede the
travel of the antenna (Butnor et al., 2001).

The estimation of root mass and root distribution in forests has been successful
on sites amenable to radar investigations. Butnor et al. (2003) correlated GPR-
based estimates of root biomass within the upper 30 cm of soil profiles with
harvested root samples. With advanced image processing, high-amplitude areas
and reflector tally were directly proportional to the actual root biomass. A highly
significant (r= 0.86, p < 0.0001) relationship was observed between actual biomass
in cores and GPR estimates in a loblolly pine (Pinus taeda L.) plantation. Transect-
based root biomass surveys combined with small destructive samples (soil cores) are
the most widely adopted application of biomonitoring with GPR. The USDA
Forest Service, Southern Research Station has partnered with universities to
include GPR root biomass surveys in forest productivity studies in North Carolina,
South Carolina, Georgia, Florida, and Ontario. Other practical applications of this
methodology include monitoring residual root materials that harbor root disease
fungi (Armillaria spp.) following the clearing of an old peach orchards (Cox et al.,
2005) and evaluating the mass of coarse roots, burls, and lignotubers in a scrub-oak
ecosystem that had been exposed to elevated carbon dioxide at the Kennedy Space
Center (Stover et al., 2007).

Postcollection processing is necessary to reduce clutter on radar records contain-
ing root data. Tree roots typically appear as hyperbolic reflections on radar records
(Figure 6.7a), unless the root follows the same path as the antenna. Background
removal filters are required to eliminate parallel echoes from plane reflectors such as
the ground surface or soil horizons (Oppenheim and Schafer, 1975). Background
removal is helpful to distinguish roots near the soil surface from the surface
reflection generated at the soil–air interface (see Figure 6.7b). Reflected GPR
data may not be representative of the actual size and shape of the buried anomaly.
Migration techniques are essential for developing a 3D representation of roots.
Kirchoff migration is a filter technique (see Figure 6.7c) that uses the geometry of a
hyperbolic reflection to guide decomposition to a representative size (Oppenheim
and Schafer, 1975; Barton and Montagu, 2004). However, Kirchoff migration may
be confused by the variable orientations of roots. An alternative approach is the
Hilbert transformation (see Figure 6.7d), which uses the magnitude of the return
signal to decompose multiple hyperbolic reflections into a more compact and
representative form (Oppenheim and Schafer, 1975; Berkhout, 1981; Daniels,
2004). Both techniques can be very valuable for assessing tree roots (Butnor
et al., 2003; Stover et al., 2007). The Hilbert transform is useful when the orienta-
tions of the roots are unknown, but may be affected by moisture content in poorly
drained sites.

There has been considerable interest in mapping tree root systems to understand
root architecture and soil volume utilization (Hruska et al., 1999; Cermak et al.,
2000; Stokes et al., 2002). Compared with simple transects for biomass analysis, 3D
datasets are tedious to collect and process for interpretation. As long as the grid line
spacing is kept small (2–5 cm between scans), larger roots that are continuous across
several two-dimensional (2D) radar records are distinguishable. Reconstructing
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the location of roots is straightforward, but successfully modeling size, shape and
root volume is not. Examples of mapping loblolly pine (P. taeda L.) roots are shown
in Figure 6.8, where a series of Z slices (X and Y coordinates projected at specific
Z depth) illustrate the location of several tree roots located between two rows of
trees. For most forest survey projects, root biomass transects yield-sufficient infor-
mation. Three-dimensional root mapping is useful when detailed root location
information is required for a small area, provided there is sufficient time to collect
and process the data.

Surface-based GPR can provide excellent records of lateral roots. However,
some forest trees have a significant allocation to large, vertical tap roots (i.e. loblolly
pine, P. taeda L., longleaf pine, Pinus palustris Mill.), which cannot be accurately
assessed by surface measures (Butnor et al., 2003). A collaborative project between
the USDA Forest Service, Southern Research Station (Research Triangle Park,
NC), Radarteam AB (Boden, Sweden), and the SLU, Vindeln Experimental Forest
System (Vindeln, Sweden) was undertaken in 2003 to assess the potential of high-
frequency borehole radar to detect vertical near-surface reflectors (0–2m). Cross-
hole tomography provided excellent information on the depth of electromagnetic
anomalies but was less useful for imaging near-surface features. Borehole to surface
data provided the best information on the near surface, where the bulk of roots are
found (0–0.3m). Cross-hole and borehole to surface data may be combined to
further define vertical root systems.

(d)(c)

(b)(a)

Figure 6.7 Radar profiles collected with a 1500-MHz antenna in the North Carolina Sand
Hills (Z= 0^0.6 m, X= 3m). In this well-drained, sandy soil, there is sufficient contrast to
resolve tree roots. Interpretation may be enhanced by digital signal processing: (a) raw data,
(b) background removal, (c) background removal and migration, and (d) background removal
and Hilbert transform.
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Ground penetrating radar has been used to detect internal defects in forest and
urban trees (Miller and Doolittle, 1990; Detection Sciences, Inc., 1994; Nicolotti et al.,
2003). Internal decay, which results in changes in moisture content or wood density,
can provide a detectable target for electromagnetic techniques (Nicolotti et al., 2003).
Miller and Doolittle (1990) were able to detect hollow areas, decayed wood, and
brown rot in several species of forest trees. Using a 500-MHz antenna in bistatic mode,
healthy trees were generally void of internal reflections, with the exception of weak
parallel bands attributed to variations in moisture and wood density near the heart-
wood/sapwood interface. Miller and Doolittle (1990) found that areas of hollowness
and decay were correlated with cluttered reflections and discontinuities on radar
records. Four trees were destructively ground-truthed and found to have a high degree
of accuracy with the GPR assessment. High-frequency radar (1.5GHz) has been
employed to identify areas of decay in a plane tree (Platanus hybrida Brot.) in an
urban setting (Nicolotti et al., 2003). By advancing the antenna around the circum-
ference of the tree, researchers were able to acquire data in single reflection mode from
a bistatic antenna. The linear, 2D data were transformed into polar coordinates for
ready comparison to tree sections. There was good agreement between radar assess-
ment of decay and destructive sampling via physical means; areas of decay exhibited
increased dielectric properties. The greatest difficulty with using GPR to evaluate
defects is the difficulty in coupling the antenna to the curved bark surface of the tree
and interpretation of complex data (Schad et al., 1996; Nicolotti et al., 2003).
Differences between tree species, stem diameters, moisture gradients related to heart-
wood development, and environmental conditions may make interpretation between
trees complicated. This area of research is rapidly advancing, and applications of GPR
designed specifically for trunk evaluations are now commercially available.

22 cm 24 cm 26 cm

28 cm 30 cm 32 cm

Figure 6.8 Aseries of parallel radar scans (2 cm interval)were combined usingRADAN4.0 to
map loblolly pine roots. Each Z slice presented above is reconstructed from the raw data and
centered (–1cm) at the specified depth.The x-axis is 3 m and the y-axis is 2 m.
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7.1. INTRODUCTION

Water is our most valuable resource; yet the thirst of the growing planetary
population for water, combined with our ever increasing industrial consumption of
water, is driving a global water shortage that is pressurizing countries to exploit
their groundwater resources in an unsustainable manner. In parallel with this water
availability crisis, anthropogenic activities at the Earth’s surface are threatening the
quality of this precious resource, it being susceptible to contamination by agricul-
tural, industrial, and municipal activities. Major problems include inadequately
treated domestic sewage, poor controls on the discharges of industrial waste waters,
loss and destruction of catchment areas, ill-considered placement of industrial
plants, deforestation, and poor agricultural practices (UNCE, 1993). In addition
to such direct impacts of human activities, our water resources are also indirectly
threatened by human industrial activities that are largely considered the primary
cause of the current rapid warming of our planet. In changing our climate, global
warming is altering the hydrological cycle and thus patterns of precipitation,
reducing our ability to predict patterns and amounts of rainfall. Many arid parts
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of the globe that face acute water supply shortages are getting not just hotter but
also drier.

The 1992 Earth Summit at Rio was of paramount importance in raising
awareness of the impending water crisis on an international platform. It stressed
the need for a holistic management of freshwater as a finite and vulnerable resource,
with water planning integrated into a framework of national economic and social
policy (UNCE, 1993). The concerns of the Rio Summit were largely reinforced by
the Ministerial Declaration of the 2nd World Water Forum, which advocated the
common goal to provide water security in the 21st century based on integrated
water resource management plans that ‘‘ensure that freshwater, coastal and related
ecosystems are protected and improved; that sustainable development and political
stability are promoted, that every person has access to enough safe water at an
affordable cost to lead a healthy and productive life and that the vulnerable are
protected from the risks of water-related hazards’’ (WWC, 2000). The declaration
from the recent 4th World Water Forum reasserted the critical importance of
water, ‘‘in particular freshwater, for all aspects of sustainable development, includ-
ing poverty and hunger eradication, water-related disaster reduction, health, agri-
cultural and rural development, hydropower, food security, gender equality as well
as the achievement of environmental sustainability and protection’’ (WWC, 2006).

More than any other industry, the oil exploration industry has historically served as
the financial engine driving the development of geophysical technologies that have
been so critical to the search for new oil reservoirs. Yet, as oil fields continue to dry
out and society becomes ever more reliant on alternative energy sources, water
scarcity is likely to exert a dominant control on economic and political stability
(WWC, 2000). Perhaps the greatest geophysical challenge on the horizon then is
the evaluation of our water (rather than oil) resources. The need for geophysics in
water resource evaluation is reflected in the fact that the depletion and degradation of
our surface water resources is driving societies to increasingly rely on their ground-
water reserves to provide water security. Extractable groundwater is a precious
resource that comprises only about 0.3% of the total water resources on Earth.
Furthermore, the extent and severity of contamination of unsaturated zones and
aquifers has long been underestimated owing to the relative inaccessibility of aquifers
and the lack of reliable information on aquifer systems (UNCE, 1993).

The focus of this chapter then is on applications of ground penetrating radar
(GPR) in water resource research. We stress that it is widely accepted that GPR is a
valuable geophysical methodology in water resource-related studies. This is pri-
marily a consequence of the importance of moisture content (�) in determining the
measured relative dielectric permittivity ("r) of porous media (see Chapter 2, this
volume for review). Moisture content impacts water resources at multiple scales; at
the regional/continental scale, it can regulate atmospheric moisture and thus
influence climate; at the catchment scale, it determines the relative contributions
of surface water flow and recharge, impacts flood hydrographs and erosion, whereas
at the field scale, it is important to agricultural productivity (Huisman et al., 2003).

Ground penetrating radar studies in hydrogeology have increased dramatically in
recent years and the applications have diversified to include both novel applications
and innovative measurement methodologies. A number of recent review papers have
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already addressed the subject of hydrogeophysical applications of GPR. Huisman
et al. (2003) focused on GPR estimation and monitoring of � in the vadose zone,
recognizing four types of radar survey procedures that have been employed in this
work. Moisture content estimation is an important part of our review and we
particularly examine work conducted in the last 4 years since the review of Huisman
et al. (2003). However, here we aim to provide a broader review of the application
of GPR in water resource studies, of which vadose zone � estimation and monitoring
is one important component (Figure 7.1). We primarily construct our review around
the following four water resource-related applications of GPR that we recognize to
have emerged in the last 15 years (see Figure 7.1):

1. The characterization of aquifer geometries, hydrogeological units, and hydraulic
length scales

2. The estimation of aquifer-saturated properties (hydraulic conductivity and
porosity) from static and time-lapse measurements

3. Moisture content estimation
4. Monitoring dynamic hydrological processes
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Figure 7.1 Overview of water resource-related applications of ground penetrating radar
(GPR). Characterization of hydrostratigraphic architecture at the field scale using surface
(common midpoint and common offset) and borehole (single- and cross-hole reflection) GPR
surveys; and characterization of hydrological properties and dynamics at the pore scale
combining GPR measurements and petrophysical models (e.g. complex refractive index
model, CRIM and/orTopp equation).
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Some of these applications have been the subject of recent reviews. For
example, Hyndman and Tronicke (2005) review how GPR (and electrical
resistivity) has been utilized in the structural characterization of aquifers, in
the estimation of flow and transport parameters and in the monitoring of water
table fluctuations. In the same volume, Daniels et al. (2005) describe how GPR
(and electrical resistivity) has contributed to the characterization of the vadose
zone, covering the detection of the water table and capillary fringe, the
estimation of soil properties, and � measurement and monitoring. In a more
focused review, Davis and Annan (2002) considered the technical assumptions
regarding the application of GPR to � estimation. However, we are unaware of
any recent reviews that consider the full range of GPR applications in water
resource research.

In this review, we assume the reader has a good working knowledge of the
theory/principles of the GPR technique and various measurement modes in which
GPR has been deployed. For the nonexpert reader, we recommend reading the
recent review of Annan (2006) and Part I of this volume. Annan (2005) provides a
more concise treatment of this subject, with examples focused on water resource
issues. The strong theoretical and empirical petrophysical relationships between "r
and � are the foundations of all water resource-related applications of GPR. We
therefore preface our review of GPR applications in water resources with a short
petrophysics section summarizing these relations. After reviewing established water
resource-related applications of GPR, we briefly consider emerging areas of
hydrology where GPR research is having an impact. Here we examine novel
applications of GPR such as examining groundwater–surface water interactions,
studies of the rhizosphere and investigation of carbon gas dynamics. Table 7.1
summarizes four primary applications of GPR that we identify, along with the most
frequently applied data acquisition/processing strategies, and also gives the most
common alternative geophysical methods that have been used to address the same
problems. We conclude by discussing the future possibilities that may arise as
improvements are made in GPR instrumentation, petrophysical relations and
processing techniques.

7.2. PETROPHYSICS

This section considers the problem of extracting subsurface properties from
GPR measurements using petrophysical relationships. We need to know how the
GPR data we collect are related to critical hydraulic parameters in water resource
studies. The application of GPR in water resources is supported by strong petro-
physical relations that link measured "r to � and porosity (�). A detailed treatment of
these petrophysical relations is given in Lesmes and Friedman (2005), Knight and
Endres (2006) and Chapter 2 of this volume. Here we summarize the primary
petrophysical relations that are most often exploited in water resource-related
applications of GPR.
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Table 7.1 Depth applicability, lateral coverage, resolution, and proposed alternatives for ground penetrating radar (GPR) methods as related
to water resource applications described in this chapter

Method Depth
applicability (m)

Lateral
coverage (m)

Resolution
(cm)

Alternatives

Hydrostratigraphic characterization
Common-offset data acquisition (multi-channel
acquisition and 3D migration)

0–30 100s–1000s Sub 10 cm Shallow seismic; electrical imaging

Distribution/Zonation of flow and transport parameters
GPR tomography (full-waveform inversion) �100 �100s �10 Electrical resistivity tomography;

seismic tomography
Moisture content estimation
Common-midpoint velocity analysis �20 �10s of m Sub 10 cm None
Common-offset, direct-wave analysis <1.0 100s–1000s Sub 10 cm Synthetic aperture radar (SAR);

resistivity profiling
Surface reflection <0.5 100s of m cm None
GPR tomography �100 �100s �10 Electrical resistivity tomography

Monitoring dynamic hydrological processes
Time-lapse, common-offset data acquisition �20 100s–1000s Sub 10 cm Resistivity profiling
Time-lapse GPR tomography �100 �100s �10 Electrical resistivity tomography
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By far the most commonly applied relationship for estimating � of soils and
rocks is the empirical Topp equation (Topp et al., 1980):

�= �5:3� 10�2þ2:92� 10�2"r � 5:5� 10�4"2r þ4:3� 106"3r ð7:1Þ

The calibration parameters in this equation have been found to satisfy measure-
ments on mineral soils, although organic-rich soils (e.g. peat) tend to deviate from
this relationship. Furthermore, these relationships were derived based on time
domain reflectometry (TDR), which is typically a 500–1000MHz measurement.
Clay minerals may generate a significant dispersion in the permittivity at the lower
GPR frequencies. For example, West et al. (2003) found significant dispersions
impacting "r–� relationships for sandstone samples containing up to 5% �. Field-
scale estimates of "r (down to �2m) also exhibit frequency dispersion in clay-rich
agricultural soils (Roth et al., 2004). Blonquist et al. (2006) investigated porous
media characterized by dual porosity associated with inter-aggregate and intra-
aggregate pores and showed that the "r–� relation is characterized by an abrupt
change of slope when all intra-aggregate pores are saturated. Recent studies have
demonstrated how the "r–� relation depends on moisture history and displays
hysteresis between wetting and drying cycles (Lai et al., 2006). Such studies suggest
that it will often be necessary to generate site-specific calibrations of � for use in the
interpretation of low-frequency GPR measurements.

Theoretical approaches are also frequently used to relate "r to �. The simplest
theoretical approaches utilize dielectric mixing models, whereby the volume frac-
tions and "r of the components making up the soil are used to derive a relationship
(see for review Lesmes and Friedman, 2005, and Chapter 2 of this volume). The
complex refractive index model (CRIM) is a commonly applied mixing formula
for estimating the measured "r from the dielectric and volumetric properties of the
soil constituents (w: water; s: solid; and a: air)

"r = ½�"�wþð1� �Þ"�s þð�� �Þ"�a 1=� ð7:2Þ

where � is a fitting parameter depending on the orientation of the electric field
relative to the geometry of the medium. A simpler, two-component expression
follows for a two-phase medium such as a fully saturated soil.

An important issue regarding petrophysics is the scale dependency of the "r–�
relationship that determines how local-scale petrophysical relationships (e.g. based
on TDR or neutron probe data) relate to the field-scale relationships needed to
interpret GPR data (Figure 7.2). Mixing models such as CRIM do not account for
the geometric distribution of subsurface water, although this distribution is well-
known to impact "r (Moysey and Knight, 2004). This dependence on geometry
means that the petrophysical relationship linking "r to � is scale-dependent where
subsurface architecture is complex (see Figure 7.2). Field-scale relationships that
capture this geologic heterogeneity and account for the effect of geologic complex-
ity on the "r–� relationship have been predicted using geostatistical characteriza-
tions of subsurface structure (Moysey and Knight, 2004). Cassiani and Binley

208 Lee Slater and Xavier Comas



(2005) showed that accounting for the scale of GPR measurements was critical to
fitting the geophysical data using one-dimensional solute transport modeling.

7.3. HYDROSTRATIGRAPHIC CHARACTERIZATION

This section considers the challenge of imaging the sedimentary architecture
of aquifers. Knowledge of this architecture is fundamental for the development of
conceptual models of groundwater flow and solute transport. Information on the
particle size distribution and spatial continuity of sedimentary packages is required
to evaluate the likely effect of architecture on conditioning flow and transport.
Ground penetrating radar is an excellent technique for mapping near-surface
stratigraphy as � changes are typically associated with boundaries between sedi-
mentary layers at basin and field scales (Figure 7.3). Variations in grain size
characteristics between different layers result in � variation due to the increase in
� retention capacity with decreasing grain size. Ground penetrating radar stratigra-
phy is an advanced science, and a thorough review of the topic can be found in
Neal (2004) and the chapters making up Part III of this volume. Here we consider
first how GPR has been used to define the hydrostratigraphy of near-surface
aquifers. A promising extension of this work is the quantitative analysis of images

Field scale

Global scale

Local scale

Upscaling

Upscaling

θg

θ

κg= f(θ)g
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κ

Figure 7.2 Correlation between the field, global and local scale. At the local scale, every point
in space is described by a rock physics equation that relates moisture content (�) and dielectric
constant of a composite medium (�). At the global scale, a different rock physics equation
relates the effective block parameters �g and �g.The upscaling from local to global properties
is problem-specific (e.g. �g is the volumetric average of � ). Figure modified from Moysey and
Knight (2004).

The Contribution of Ground Penetrating Radar to Water Resource Research 209



of hydrostratigraphy, whereby identification of the correlation structure of GPR
images has been investigated as a means to obtain hydraulic length scales required
for stochastic groundwater models. This work is also reviewed here. We end this
section with a focus on fractured rock aquifers. The hydraulic properties of
fractured rock aquifers are highly heterogeneous, and modeling of flow and trans-
port in fractured rock remains a fundamental challenge in hydrogeology. Yet, we
are increasingly turning to these aquifers both for water supply and as vaults for
high-level industrial waste. The high resolution (relative to other geophysical
techniques) of GPR makes it well-suited to fracture detection.

A classic application of geophysics in hydrogeology is the mapping of stratifica-
tion and/or structural boundaries in aquifers. Characterization of large-scale het-
erogeneity is a necessary step of groundwater model calibration if accurate estimates
of flow and transport are to be made (Moysey et al., 2003). Where sufficient depth
penetration is achieved, GPR is a very effective hydrostratigraphic characterization
geophysical technique due to its high resolution, relatively rapid data acquisition
rates and, most importantly, the strong dependence of � on stratigraphy. However,
GPR depth penetration is typically limited to a few tens of meters (primarily being
controlled by the electrical conductivity) such that other evolving geophysical
methods (e.g. resistivity imaging, land-based seismic using towed arrays, and air-
borne shallow electromagnetic) will usually be more appropriate for investigating
hydrostratigraphy of deeper aquifers.
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Figure 7.3 Constant-offset ground penetrating radar (GPR) image across a northern
peatland basin (Kanonokolus Bog in Maine). Ground penetrating radar profiling clearly
resolves the boundary between sedimentary layers (peat versus mineral soil/esker) at most
places at both (a) the basin scale and (b) the field scale.
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There are numerous examples of how GPR can be used to image subsurface
zonation and hydrostratigraphy (Beres and Haeni, 1991; Beres et al., 1995; Lesmes
et al., 2002; Carreon-Freyre et al., 2003; Green et al., 2003; Skelly et al., 2003), it
being possible to use the data to develop conceptual hydrogeological models
(Kostic et al., 2005; Ezzy et al., 2006) in a wide range of depositional environ-
ments. The method is particularly effective in coarse, electrically resistive sedimentary
aquifers, e.g. alluvial sands and gravels, where surface GPR can yield striking images
of aquifer stratigraphy within the upper �10m (e.g. Beres et al., 1999), although
stratigraphic information can also be obtained in finer-grained deposits (e.g. lacustrine
deposits; Carreon-Freyre et al., 2003) when conductive clay minerals do not exces-
sively attenuate the GPR signature. In many cases, GPR images of subsurface
stratigraphy can greatly assist in the development of conceptual models of flow and
transport in the subsurface. For example, groundwater transport into the Columbia
River from the Department of Energy’s Hanford Complex, a uranium-contaminated
site, is believed to be accelerated within paleochannels that have been mapped with
GPR (Kunk et al., 1993). Bowling et al. (2005) used GPR at the macrodispersion
experiment (MADE) site to evaluate the stratigraphy of this fluvial aquifer system,
defining a geological model of the site based on delineation of four stratigraphic units
(meandering fluvial system, braided fluvial system, fine-grained sands, clay-rich
interval, and a palaeochannel). By comparison with a unique, dense set of hydraulic
conductivity measurements, they were able to show that groundwater flow is
primarily in the braided system.

Ground penetrating radar images of stratigraphy have also yielded valuable
insights into the hydrological controls on the formation of pool systems in peatlands
(Comas et al., 2005a). Figure 7.4 shows a constant-offset GPR image of stratigraphy
and structural boundaries beneath a portion of Caribou Bog, a well-studied, northern-
raised bog in Maine. The GPR image illuminates an esker deposit that follows the
line of a sequence of pools that exist within this bog. The formation of such pool
systems in peatlands has been the subject of a considerable volume of ecological
and hydrological research. The GPR images suggest that suborganic soil lithology
exerts a control on the formation of these pools. One conceptual model for
explaining these pools patterns, developed as a result of these GPR studies, is
that vertical flow of relatively oxic waters into the highly anaerobic peat soils
thereby locally accelerates rates of decomposition of organic soils.

Ground penetrating radar stratigraphy has advanced to incorporate the sequence
stratigraphy concepts developed to assist in the interpretation of seismic reflection
datasets acquired in oil exploration. Ground penetrating radar stratigraphy is
described in detail by van Overmeeren (1998) and, more recently, in the review
provided by Neal (2004). Also borrowing from developments made in oil explora-
tion, outcrop analogue studies have been performed to provide physical models for
assessing the hydrostratigraphic content of GPR data (Szerbiak et al., 2001; Tro-
nicke et al., 2002, Van Dam et al., 2002). The study by Tronicke et al. is interesting
as they excavated the study site after collecting GPR data. The GPR-
based structural interpretation was found to be generally consistent with the
major lithologic units mapped in the excavation. New approaches to the assessment
of aquifer architecture from stratigraphic GPR data continue to be developed.
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For example, Moysey et al. (2003) describe a novel approach that uses neural
networks to predict stochastic, facies-based models required in groundwater mod-
eling from the subsurface architecture captured in GPR data.

An interesting extension of GPR-based hydrostratigraphy is the estimation of
the spatial correlation structure of lithologic and hydrostratigraphic units that impart
a major control on the distribution of hydraulic properties (Rea and Knight, 1998;
Tercier et al., 2000; Oldenborger et al., 2003). Spatial correlation parameters are
used to produce realizations of aquifer parameter distributions required in stochastic
models of flow and transport. Inferring correlation structures in the horizontal
direction is difficult from hydrogeological measurements as sampling points are
typically sparsely distributed. Rea and Knight (1998) estimated correlation lengths
and the direction of maximum correlation in a gravel pit. The GPR-estimated
correlation lengths and direction of maximum correlation was found to compare
well with lithologic structure mapped in the vertical face of an exposure of
the gravel pit. Oldenborger et al. (2003) found that the correlation structure of
stacked velocities from a common midpoint (CMP) survey was consistent with
that obtained from hydraulic conductivity (K) measurements on core samples.
Corbeanu et al. (2002) used similar concepts to identify GPR attributes used to
refine a fluid permeability model of sandstone.
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Figure 7.4 (a) Constant-offset ground penetrating radar (GPR) image of stratigraphy and
structural boundaries beneath a portion of a northern peatland (Caribou Bog,Maine) showing
the correspondence between an open pool and an esker deposit; (b) conceptual model to
explain pool formation as a result of vertical flow of relatively oxic waters through the esker
deposit and subsequent enhancement of peat soil decomposition above the esker crest.
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Ground penetrating radar is also an effective method for examining architecture
of fractured bedrock as depicted in Figure 7.5 (Stevens et al., 1995; Grandjean and
Gourry, 1996; Grasmueck, 1996; Grasmueck et al., 2005; Jeannin et al., 2006;
Porsani et al., 2006; Theune et al., 2006; Van den Bril et al., 2007). The accurate
characterization of fractured-rock aquifer heterogeneity remains one of the most
challenging and important problems in groundwater hydrology (Day-Lewis et al.,
2003). Ground penetrating radar imaging of fractured rock may reveal the orienta-
tion and continuity of fractures that provide the primary pathways for fluid flow
and solute transport. Fractures in bedrock aquifers represent sharp interfaces in "r
that can generate high-amplitude reflections. The fracture is a water-filled feature,
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Figure 7.5 Schematic representation of fractured bedrock characterization using (a) 2D
surface ground penetrating radar (GPR); (b) 2D single-borehole GPR; and (c) high-
resolution 3D surface GPR. Inset in (c) (modified from Grasmueck et al., 2005) shows a
horizontal time slice displaying diffraction circles associatedwith the presence of fractures.
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usually embedded in a host rock of low � and therefore low �. The high velocity of
EM waves in bedrock means that the resolution of GPR in fractured rock envir-
onments is higher than that of other geophysical techniques. Depending on the
nature of the rock mass and the sophistication of the survey method, GPR may
reveal strong, laterally continuous reflections from large fractures and/or fracture
zones (e.g. Stevens et al., 1995; Porsani et al., 2005, 2006) or multiple diffraction
patterns from complex fracture distributions that can be correctly quantified only in
high-resolution 3D GPR surveys (Grasmueck et al., 2005). Ground penetrating
radar surveys in crystalline rock environments have been conducted to identify
densely fractured zones suitable for the siting of water supply wells (da Silva et al.,
2004). Most GPR studies of fractured rock have used surface measurements,
although borehole GPR measurements, using directional antennae, have been
used to map the orientation and continuity of fractures away from the borehole
wall (see Figure 7.5b), as done in the study of a proposed nuclear waste site in
Sweden, where fractures were clearly identified in GPR data and a methodology
for determining the azimuth and orientation of these features described (Wänstedt
et al., 2000). The preferential strike direction of fractures, typically exerting a
dominant control on hydraulic anisotropy in fractured media, has been investigated
using GPR measurements made as a function of azimuth (Seol et al., 2001) and
with directional borehole GPR antennas (Seol et al., 2004). More recently, new
methods for the detection of vertical thin reflectors, often undetected in conven-
tional (single polarization) GPR studies, have been developed based on phase
analysis of multi-polarization methods (Tsoflias et al., 2004).

7.4. DISTRIBUTION/ZONATION OF FLOW AND TRANSPORT
PARAMETERS

This section considers the problem of predicting the spatial distribution of the
physical properties controlling flow and transport in the subsurface. Hydrogeolo-
gists require accurate knowledge of the spatial distribution of hydraulic conductiv-
ity in order to reliably calibrate groundwater flow and transport models. The
emerging science of hydrogeophysics is based on the premise that physical proper-
ties of the subsurface that control flow and transport are related, via reliable
petrophysical models, to geophysical properties sensed with geophysical instrumen-
tation. Geophysicists have strived for decades to estimate permeability (k), the
fundamental property of the subsurface that governs fluid flow, from geophysical
data. Despite these efforts, it is clear that there is no simple relationship between
geophysical properties and k, and the proxy measures of k that have been derived
from geophysical experimentation are uncertain. However, a plethora of recent
hydrogeophysical research shows that the unique spatial richness of tomographic
geophysical data may significantly improve the spatial delineation and zonation of
hydraulic properties relative to estimates based on sparsely distributed direct mea-
surements. Linde et al. (2006a) provide a thorough review of hydraulic parameter
estimation using tomographic geophysical data. The subject is also treated in the
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review of Hyndman and Tronicke (2005). Here we briefly review the use of GPR
tomography within this framework to quantify distributions, or zonation, of
hydraulic properties. Such work relies on the premise that petrophysical relation-
ships link "r to physical properties of porous media, as described in Section 7.2. For
example, a common assumption is that some relation between "r and k can be
expected due to both being dependent on �.

One approach to imaging the zonation of aquifer properties is to invert the
images of the spatial variation in geophysical properties and subsequently convert
these images to distributions of a hydrological parameter based on an assumed
petrophysical relationship, possibly established with direct hydrological measure-
ments at the same site (Figure 7.6). This conversion may be obtained via direct
mapping, geostatistical or Bayesian techniques (Chen et al., 2001; Linde et al.,
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2006a). Chen et al. (2001) describe the use of a Bayesian framework to improve
estimates of K distribution relative to those obtained from hydrological methods
alone, based on a correlation between "r derived from GPR data and �. They
showed that despite a relatively small variation in log K and " across the site, the
inclusion of geophysical data improved the estimation of K distribution, particularly
where data coverage of the direct hydrological measurements was low. Hubbard
et al. (2001) adopt this technique for the hydrogeophysical characterization of the
US Department of Energy (DOE) South Oyster Bacterial Transport Site. Here a
Bayesian framework, allowing for complex petrophysical relationships between the
geophysical parameters and K, was used to condition K estimates from direct
flowmeter hydraulic measurements combined with both tomographic GPR and
seismic data. Figure 7.6 illustrates how estimates of the spatial distribution of K
obtained using geostatistical mapping techniques differ when the geophysical data-
sets are included in the estimation. The incorporation of the geophysical datasets
appears to allow the spatial variability in estimated K to be mapped in regions
remote from the flowmeter wells. However, others have questioned the value of
geophysical tomograms for inferring geostatistics as tomographic resolution and
hence image structure depends on geophysical data acquisition, regularization, data
error, and the physics of the underlying measurements (Day-Lewis and Lane,
2004). A thorough treatment of the role of geophysical images in defining geosta-
tistics is beyond the scope of this review but is found in the recent review by Linde
et al. (2006a).

Although documented examples of such direct mapping approaches exist,
errors in data acquisition/inversion, combined with errors associated with the
adopted petrophysical relationships, can limit the value of the geophysical
realizations of hydraulic properties so acquired (Kowalsky et al., 2006; Linde
et al., 2006a). Hydrogeophysical research is thus turning to joint interpretation/
inversion strategies whereby multiple geophysical datasets, and/or hydrological
datasets, are processed simultaneously to produce more realistic estimates of
hydraulic parameters that satisfy all the available datasets. The inclusion of
hydrological data obviously has the potential to better constrain K estimates
from geophysical inversion. It is intuitive to expect that inversion of geophysical
data for aquifer properties will benefit from hydrogeological constraints. Early
work in this field focused on the use of seismic geophysical datasets, combined
with petrophysical relationships between seismic data and k, to constrain the
inversion of k distributions or ‘‘zonations’’ using hydrological datasets (e.g.
Rubin et al., 1992; Copty et al., 1993). In the ‘‘split-inversion method’’, seismic
geophysical data were used to extract the lithologic zonation matching
both geophysical data and tracer concentration data (Hyndman et al., 1994;
Hyndman and Gorelick, 1996). These concepts have more recently been
applied to GPR datasets. In a synthetic study, Linde et al. (2006b) illustrated
that tomographic GPR could be used to obtain a lithologic zonation (assuming
a relationship between " and K), which could then be applied to improve the K
models obtained from inversion of direct-measured, tracer breakthrough data.
One limitation of such approaches has been the questionable validity of assumed
petrophysical relationships at the field scale as discussed earlier.
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A promising joint inversion strategy, excluding the requirement of the existence
of a specific site petrophysical relationship, is the ‘‘structural approach’’ that assumes
that changes in different physical properties occur in the same direction for a given
position (Gallardo and Meju, 2004). This approach is appealing as it recognizes that
different geophysical properties of the subsurface depend on the same minerals and
fluids without specifying an assumed petrophysical relationship. Linde et al. (2006c)
used the structural approach on GPR and dc resistivity data to define the 3D
zonation of a sandstone aquifer and estimated effective petrophysical properties of
each zone. Characterizing the K distribution of the subsurface using such an
approach would require that the K structure is controlled by the identified zona-
tion. This situation was assumed in a very recent paper (Paasche et al., 2006)
whereby fuzzy c-means cluster analysis was used to define a subsurface zonation
that again assumes the existence of petrophysical relationships within the zones
without defining them. Paasche et al. (2006) applied the method to cross-hole GPR
and cross-hole seismic, constrained by limited gamma log and slug test data, to
generate plausible K realizations.

The studies cited above all used static distributions of geophysical properties
(i.e. ") inferred from tomography to improve realizations of the spatial distribution
of hydraulic properties. An attractive alternative approach is to jointly utilize time-
lapse geophysical and hydrological data in order to calibrate flow and transport
models for spatial variation/zonation in hydraulic properties. The changes in a
geophysical dataset as a result of solute transport through an aquifer can be
expected to depend only on the active volume influenced by fluid flow. For
example, although "r distributions obtained from GPR tomography may reflect
the distribution of total porosity (�), changes in "r as a result of � change will
presumably reflect only the active porosity (�eff) through which fluid flows. In a
synthetic study, Kowalsky et al. (2004) utilized an assumed petrophysical ("r–�–K)
relation to generate multiple parameter distributions that reproduced point mea-
surements of K, contained pre-specified patterns of spatial correlation and were
consistent with synthetic neutron probe and GPR travel time datasets. Kowalsky
et al. (2006) illustrated how this approach could be used to generate realizations of
log k at the DOE Hanford site through joint inversion of available neutron probe
and GPR datasets. Others have used time-lapse tomographic GPR data to image
the movement of the center of mass of a tracer, subsequently fitting these predicted
mass distributions to flow and transport models and allowing estimation of the field-
scale hydraulic conductivity (Binley et al., 2002a; Deiana et al., 2007).

7.5. MOISTURE CONTENT ESTIMATION

We now turn our attention to the problem of estimating moisture content
variability in the subsurface. Information on soil moisture is critical to quantify
recharge and predict crop yields. As evident from Section 7.2 of this review, the
electrical properties of porous media in the GPR frequency range are almost
uniquely dependent on � (Topp et al., 1980; Davis and Annan, 2002). Moisture
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content estimation using GPR has therefore been extensively investigated at both the
field and the laboratory scales for a range of applications spanning high-resolution
imaging of � in pavement (e.g. Al-Qadi et al., 2004; Grote et al., 2005) and concrete
(Laurens et al., 2005) to estimation of decimeter to tens of meters scale average � in
the vadose zone (e.g. Binley et al., 2001; Alumbaugh et al., 2002; Cassiani et al., 2004).
Thus ground penetrating radar has some distinct advantages over more traditional
hydrological methods of � estimation in that field-scale support volume of the
measurement may be more appropriate, relative to point-based measurements, for
input into hydrological models of unsaturated processes (Binley et al., 2001;
Huisman et al., 2001). However, we recognize that the application of GPR to
� mapping is likely to be limited to the field scale, as the application of airborne/
satellite active or passive microwave-based methods is well established for provid-
ing large-scale catchment information (e.g. Cognard et al., 1995; Quesney et al.,
2000). Given instrumentation/data acquisition constraints, it is hard to imagine
that GPR could ever compete with these methods at the catchment scale.

Huisman et al. (2003) present a review that is dedicated to � estimation from
GPR. Here we do not aim to cover the subject in the same detail, but our summary
includes significant advances in this field that have been made since publication
of this review. In covering this subject, Huisman et al. (2003) recognized that �
estimation has been performed using five GPR surveying techniques: (1) single-offset
reflection methods (Figure 7.7a); (2) ground wave measurements (see Figure 7.7d);
(3) multiple-offset reflection methods (see Figure 7.7b); (4) borehole transmission
measurements (see Figure 7.7c); and (5) surface reflection methods (see Figure 7.7e).
Here we group the relevant literature under the same categories, although the basis of
each measurement configuration is not covered here as this information can be found
in Chapter 1. The basic steps in GPR-based � estimation are common to the first four
of the five surveying techniques identified above; the travel time of an electromag-
netic wave (either a reflection or a direct wave) is recorded, the "r at the scale of the
GPR measurement is estimated and a petrophysical relationship is used to convert
"r to � (Figure 7.8). The surface reflection method is different in that it is based on
amplitude analysis of the reflection at the air–earth interface. In this section, we focus
on the estimation of static distributions of � and cover the monitoring of � changes
with GPR in Section 7.6.

Single-offset reflection measurement of � has mostly focused on modeling the
reflection hyperbolae originating at scattering objects (often buried at known
depths) in the subsurface (Grote et al., 2002; Loeffler and Bano, 2004) or from
zero-offset, two-way travel time to horizontal reflectors at known depths (Lunt
et al., 2005). With a single, zero-offset measurement, it is not possible to predict the
reflector depths from the GPR data, and this must instead be available a priori to
convert measured travel times into � estimates. Grote et al. (2002) embedded
scattering targets at known depths in test pits, such that the reflection hyperbolae
recorded when moving the single-offset GPR instrument could be fit to a single
average velocity representing the material between the target and known scatterer
depth. They showed that � estimates determined from application of GPR data to a
site-specific petrophysical relationship were not statistically different from estimates
based on collocated, gravimetric � measurements. Good correspondence between
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GPR-estimated � and water volume added/removed from a tank was reported for
various known reflectors in an experimental tank (Loeffler and Bano, 2004). Grote
et al (2005) applied similar concepts to examine the subasphalt � in pavements using
horizontal reflectors at known depths in the pavement structure. Xia et al. (2004)
used conductive rods drilled into the sides of a quarry face to develop velocity
models from GPR measurements made at the quarry surface. Lunt et al. (2005)
used the reflection from a well-constrained (in depth) clay layer to map moisture
content variations over an 80� 180-m area at a winery (Figure 7.9). By assuming
that the clay layer was horizontal, they were able to translate spatial variability in the
two-way travel time for the reflection from the layer into a map of � variation
(see Figure 7.9). Laboratory measurements using such an approach have been also
been performed to determine � in soil blocks where the block size is accurately
known (Comas and Slater, 2007).

The measurement of the direct, ground wave travel time can be used to estimate
� of near-surface soils (Huisman et al., 2001). Using multiple-offset measurements,
it is possible to extract � from the linear relationship between travel time and offset
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for the direct wave. However, it is also possible to perform rapid, single-offset,
reconnaissance-style mapping of � after determining the approximate arrival time of
the ground wave from a multiple-offset measurement. Recent experiments show
that this is a promising method for mapping the spatial distribution of near-surface
moisture (Huisman et al., 2002; Grote et al., 2003). However, uncertainty in the
interpretation of the measurements exists primarily as the support volume of the
method is poorly constrained (Huisman et al., 2003). Recent studies aimed at
evaluating the effective depth averaged in the ground wave measurement suggest
that the technique is sensitive to � in the top 20 cm of soil (Grote et al., 2003),
although this may depend on instrumentation settings and ground conditions.
Galagedara et al. (2005) conducted numerical studies that showed that the sampling
depth increased linearly with the wavelength. Huisman et al. (2003) suggest that
disadvantages of the direct-wave method include (1) difficulties in distinguishing
the direct wave from refracted/reflected events; (2) difficulties in selecting an
appropriate antenna separation for rapid reconnaissance mapping; and (3) excessive
attenuation of the ground wave. Weihermuller et al. (2007) found that the tech-
nique failed (due to poor data quality) when the soil contained a high silt and clay
content. Recent promising applications of direct-wave measurements include
evaluation of moisture content in pavement (Laurens et al., 2005).

Multiple-offset GPR reflection datasets (CMP and Wide Angle Reflection and
Refraction (WARR), see Chapter 1) recorded over horizontal interfaces can be fit to a
series of reflection hyperbolae from which average velocity between reflector and
surface and depth can be estimated (Figure 7.10). The precision of the velocity estimate
from normal moveout (NMO) GPR data has been estimated as+0.001m ns–1 at the
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Figure 7.8 Schematic representation of the procedure for moisture content (�) estimation
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electromagnetic wave to a certain stratigraphic interface allows for � estimation for a
particular support volume by using a petrophysical relationship (e.g. CRIM,Topp equation) to
convert "r to �.
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95% confidence level (Jacob and Hermance, 2004). NMO velocity estimation can be
donemanually or through processing algorithms, such as semblance analysis (see Figure
7.10d), that predict the best estimate of average velocity above a given reflector
(Yilmaz, 1987).When a series of reflections are recorded from a sequence of reflectors,
it may be possible (depending on the velocity contrasts) to transform these average
� values into amodel of intervalmoisture contents (see Figure 7.10c), e.g. using theDix
formulation (Dix, 1955). A single CMPorWARR therefore can provide a 1D vertical
velocity model for the earth, whereas multiple CMP datasets along a line can provide
2D velocity models. Numerous examples of this application of GPR for � estimation
exist (Tillard and Dubois, 1995; Greaves et al., 1996; van Overmeeren et al., 1997;
Nakashima et al., 2001). However, the method has been cited as of limited value in
spatial mapping of � as it is cumbersome to make multi-offset GPR measurements as,
unlike seismic, the multi-channel capabilities of GPR instruments are minimal
(Davis and Annan, 2002; Huisman et al., 2003).
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Borehole transmissionmethods are primarily based on the estimation of � from the
measurement of the travel time of direct-waves traveling between a transmitting
antenna in one borehole and a receiving antenna placed in a second, nearby borehole.
The two most common forms of the method are (1) the zero-offset profiling (ZOP)
technique, where the 1D distribution of �, averaged over the scale of the borehole
separation, is determined and (2) GPR tomography, where a large number of
direct-wave travel times between transmitter and receiver at multiple locations
along the borehole lengths are inverted for the estimation of the 2D (or 3D) �
distribution between boreholes. Vertical radar profiles (VRP), whereby the direct-
wave travel time between surface transmitter and receiver in a borehole is measured,
have also been used to quantify vertical � profiles (Cassiani et al., 2004; Clement and
Knoll, 2006). Although the method is in essence quite simple (particularly the ZOP
technique), care is required in the correct identification of the fist arriving ray path. In
layered soils with a high degree of � variation, the first arrival may not be a direct wave
when the antennas are in the low-velocity zone as it is possible (depending on the �
contrast and the thickness of low velocity layers) for waves refracted at the boundary
of an over/underlying layer to arrive earlier as depicted in Figure 7.11a (Rucker and
Ferré, 2003, 2004). Irving and Knight (2005) described problems arising from the
assumption that all first arrivals travel directly between the centers of borehole
antennas (see Figure 7.11b). Examples of � estimation in the vadose zone appear in
the recent literature (Binley et al., 2001; Alumbaugh et al., 2002).

Measurement of the surface wave reflection using high-frequency, off-ground
GPR antennae can be used to estimate � by comparing the reflection coefficient with
that of an ideal reflector (Davis and Annan, 2002; Serbin and Or, 2004, 2005; Ghose
and Slob, 2006). This method of � estimation is thus distinctly different from those
described previously in this section, as the latter are all based on the measurement of a
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transmission time through the medium. Similar to the ground wave technique,
measurement of the surface reflection can be interpreted in terms of � for up to the
top 20 cm of soil (Huisman et al., 2003), although others have suggested a sensitivity
to only top �1 cm of soil (Serbin and Or, 2004). However, � estimates from surface
wave reflections appear dependent on the surface roughness (e.g. resulting from
vegetation) and the soil � profile with depth (Huisman et al., 2003). Both surface
roughness and varying � profiles can contribute to scattering, which reduces the
reflection coefficient, leading to an underestimation of � values. Furthermore, this
technique has a higher sensitivity to � variation at lower � values. Despite these
limitations, recent applications of the technique demonstrate the potential for remote
mapping of near-surface soil moisture at a high spatial resolution, offering clear
advantages over TDR probe measurements (Lambot et al., 2004a, 2006a, 2006b).
Efforts to invert a vertical soil moisture profile from such surface wave measurements
have met with limited success due to the high frequency of the measurement and
primary sensitivity to the very near-surface soil layer (Lambot et al, 2006c). Further-
more, Weihermuller et al. (2007) reported failure of the method to map the spatial
distribution of � at a site where the uppermost surface layer was very dry.

A critical consideration that is generic to all GPR methods for � estimation is
the accuracy of the � estimates. This depends on both the accuracy of the velocity
measurement and the validity of the petrophysical relationship applied to convert
"r to �. The accuracy of the velocity measurement has been assessed for CMP
measurements. Jacob and Hermance (2004) used statistical tests of significance to
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Figure 7.11 Schematic representation of nondirect-wave first arrivals when (a) strong
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directly between the centers of antennas during borehole transmission surveys (e.g. Irving and
Knight, 2005).
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show that the likely accuracy of a CMP velocity estimate is +0.001m ns–1 at the
95% confidence interval. However, the accuracy of � estimates from GPR will
likely primarily depend on the validity of the petrophysical relationship applied.
This accuracy has been assessed by comparison of GPR � estimates with gravimetric
measurements, or estimates obtained from other, point source, methods such as TDR
or neutron probe data. Caution must be applied in correlating GPR estimates with
TDR and/or neutron probe estimates as the support volumes of the techniques are very
different, and these point source techniques also rely on petrophysical relationships in
the calculation of �. Overall, the reported results on the accuracy of � estimates from
GPR are encouraging. Single-offset reflection measurements have been validated as
accurate towithin 0.01m3m–3when comparedwith gravimetricmeasurements (Grote
et al., 2002) and lysimeter measurements (Stoffregen et al., 2002). Grote et al. (2003)
also reported a root-mean-square error of 0.01m3m–3 for � derived from ground
wave measurements when compared to gravimetric measurements. Calibration of
multi-offset, ground wave-based � estimates with gravimetric measurements yielded
root-mean-square errors of <0.024m3m–3, with lower errors at higher frequencies
(Huisman et al., 2001). Based on site-specific relationships established with neutron
probe data, Alumbaugh et al. (2002) reported a root-mean-square error for borehole
transmission tomographic � estimates of 0.02–0.03m3 m–3 when compared with
neutron probe measurements from proximal boreholes, whereas Lunt et al. (2005)
gave an RMS of 0.018m3m–3 for common-offset measurements calibrated against
neutron probe measurements at a winery. It is therefore clear that GPR is a powerful
technique for estimating � with the advantage of being deployable in multiple config-
urations that sense a range of spatial scales appropriate for a wide range of hydrological
and agricultural applications.

The estimation of soil moisture is critical to many fields of research and thus
new applications of GPR sensing of moisture continue to arise. Gish et al. (2005),
in a study motivated by the need to understand corn grain yield patterns, described
a method based on GPR combined with analysis of digital terrain maps to identify
zones in the subsurface where water converged into discrete flow pathways. Serbin
and Or (2005) described surface reflection GPR measurements to assess crop
canopy properties and developed relationships between reflection coefficient and
canopy biomass. A primary motivation for this work is that such surface data
could be used to calibrate and validate much more spatially rich radar datasets
obtained from the air and/or remote-sensing platforms. Leucci et al. (2006)
report on GPR estimation of moisture content to assist in the characterization of
archaeological features in danger of accelerated deterioration as a result of rising
moisture levels.

7.6. MONITORING DYNAMIC HYDROLOGICAL PROCESSES

We next consider the problem of monitoring temporal hydrological processes
occurring in the subsurface. There is a clear need for geophysical monitoring
methods that can noninvasively observe the movement of fluids and solutes in
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response to natural and artificial (human-induced) loading. Up to this point, the
majority of this review has focused on the use of static GPR datasets to infer
hydrogeological structures and/or hydraulic properties. Imaging changes in physical
properties impacting geophysical data present new challenges and opportunities. In
fact, the concept of time-lapse geophysical imaging has been widely adopted as a
noninvasive methodology for monitoring mechanical properties, fluid transport,
and biogeochemical processes and is the subject of a recent review (Snieder et al.,
2007). Noninvasive geophysical monitoring is an important, growing subdiscipline
of hydrogeophysics that is finding application in the study of moisture dynamics in
the vadose zone, solute transport in the saturated and unsaturated zone, saltwater
intrusion into coastal aquifers, and contaminant transport. Certainly, GPR is one of
the most promising hydrogeophysical tomographic monitoring technologies due to
its unique sensitivity to �. A well-recognized advantage of time-lapse GPR mon-
itoring is that time-independent factors (e.g. � variation) impacting the spatial
distribution of velocity captured in a static image are removed in the difference
image. Here we review the water resource-related applications of time-lapse GPR
monitoring. We start with established monitoring applications that include studies
of recharge in the vadose zone, water table dynamics, and solute transport in
fractures. We then turn our attention to emerging hydrogeophysical monitoring
efforts that include groundwater–surface water interactions, rhizosphere studies and
monitoring of carbon gas dynamics in peatlands. The reader is referred to Chapter 8
of this book for a discussion of GPR monitoring of contaminants.

7.6.1. Recharge/moisture content in the vadose zone

The high sensitivity of GPR to � makes it uniquely suited to the monitoring of
vadose-zone moisture dynamics. Applications of GPR in monitoring studies of
vadose-zone moisture dynamics are extensively reported in the hydrogeophysical
literature and have inspired a great deal of recent research in the GPR method (see
for reviews, Huisman et al, 2003; Daniels et al., 2005). Common-offset GPR
monitoring of � of near-surface soils, based on observed velocity changes computed
from the travel time to targets at known depths, has been reported for monitoring
of infiltration through permeable aggregates underlying pavement (Grote et al.,
2002) and within lysimeters-containing sandy soils (Stoffregen et al., 2002). Near-
surface soil water monitoring using the ground wave was reported by Grote et al.
(2003) for a vineyard over a 1-year period. Truss et al. (2007) describe high-
resolution 2D and 3D GPR studies (using laser positioning) of the vadose zone of
limestone rock (the Miami limestone), which showed how rapid drainage occurs in
buried, sand-filled dissolution sinks. Hourly, high-density data acquisition revealed
both rapid vertical transport through a 5-m vadose zone and lateral migration of water
into the rock driven along stratigraphic boundaries. Figure 7.12 is part of a time series
of amplitude changes for a 2D GPR profile crossing two dissolution sinks taken at
3-min intervals. Transport via the dissolution sinks results in high-amplitude diffrac-
tion patterns interpreted as the signature of the wetting front. The diffractions were
considered indicative of subwavelength-scale heterogeneity most likely caused by
subwavelength irregularities such as fingering flow. Using 3D data acquisition and
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processing, Truss et al. (2007) also showed how GPR could be used to define the
geometry of such sinkholes and capture the wetting front resulting from an artificial
infiltration experiment. Figure 7.12b shows a vertical cross section (top row), hor-
izontal slice (at 2.4m depth), and 3D views of interpreted sink boundary (yellow),
wetting fronts (blue), and extent of surface water after 3 h of infiltration.
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The possibility of monitoring soil moisture dynamics at depths within the
vadose zone of near-surface aquifers has motivated considerable work on the
use of borehole transmission methods to capture moisture dynamics at a larger
scale than that typically captured with invasive methods, e.g. neutron probe data
(Figure 7.13). Binley et al. (2002b) converted time-lapse ZOP measurements to 1D
� profiles that revealed seasonal moisture dynamics within the unsaturated zone of
an important sandstone aquifer in the UK. They were able to capture relatively
small (0.5–2%) changes in � that were well-correlated with rainfall events. Cassaini
et al. (2004) report on the use of vertical radar profiling (VRP), wherein the
transmitter is at the surface and the receiver is lowered down a borehole, to
investigate moisture content variations within the vadose zone to tens of meters
below the surface. Cassiani et al. (2004) used GPR data to calibrate a hydrological
model for vadose-zone moisture transport and thereby estimated the hydraulic
conductivity of the subsurface. Cassiani and Binley (2005) modeled vadose-zone
moisture dynamics using an 18-month time sequence of ZOP data from a UK
sandstone aquifer. They highlighted some limitations of the ZOP-estimated �
profiles, most significantly that the flow parameters could not be uniquely defined
as the system was overparameterized relative to the information inherent in the
ZOP data.

A potentially powerful method for monitoring moisture dynamics is to perform
GPR tomography over time and invert images of estimated velocity change that
can then be converted to images of estimated � change using the appropriate
petrophysical relations. These difference images can, under the right conditions,
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reveal subtle variations in � that would not be perceived by visual comparison of the
static distributions of � at two specific times. Early examples of the use of time-lapse
GPR imaging to infer spatial patterns of � change are reported in Hubbard et al.
(1997a, 1997b) and Eppstein and Dougherty (1998). Parkin et al. (2000) used the
same approach to monitor � changes in a 2D horizontal plane using a pair of
horizontal boreholes located below a shallow wastewater trench. Binley et al.
(2001) describe the use of time-lapse GPR imaging to monitor the migration of
moisture under both controlled tracer injection and longer-term periods of natural
loading (see Figure 7.13). The images demonstrated how subtle contrasts in
lithology within the sandstone aquifer impacted changes in � as a function of
time. Despite such successes, it is important here to again sound a cautionary
note on the interpretation of GPR tomograms. Errors in data acquisition/inversion,
combined with errors associated with the adopted petrophysical relationships, can
seriously limit the value of the geophysical realizations of � change acquired
(Kowalsky et al., 2006; Linde et al., 2006a).

7.6.2. Water table detection/monitoring

The capillary fringe/water table in an unconfined aquifer represents an interface
across which a relatively sharp change in � occurs. It is therefore intuitive to expect
that the level of the water table can be detected with GPR (under the right
conditions) due to the relatively high reflection coefficient associated with this
interface. However, Daniels et al. (2005) caution that the detection and, particu-
larly, monitoring of the water table is nontrivial. They describe results of a tank
experiment clearly illustrating that the primary GPR reflection was not from the
water table per se but from the top of the capillary fringe. This is to be expected, as
it is the top of the capillary fringe where � changes dramatically (the capillary fringe
is held 100% saturated by capillary tension and there is thus no � change in soil at
the water table measured in a well). More problematic was the observation that
water level changes induced in the tank resulted in residual soil moisture redis-
tribution within the soil. This resulted in a progressive change in the "r of the
unsaturated portion of the tank that complicated tracking of the true water table
(capillary fringe) location (i.e. accurate conversion from observed two-way travel
time to depth) from the observed GPR reflection. Bano (2006) also sound a note of
caution regarding the ability of GPR to detect the water table. They conducted
measurements in an experimental tank that showed how a transition zone, char-
acterized by a continual decrease in velocity with depth, could result in the absence
of a recordable reflection at the water table. Despite these complications, numerous
studies report on the detection of the water table using GPR data (Porsani et al.,
2004; Roth et al., 2004; Clement and Knoll, 2006; Clement et al., 2006; Doolittle
et al., 2006).

One interesting hydrogeophysical application of GPR is in monitoring of
pumping tests (Figure 7.14). The accuracy of pumping test analyses depends on
the availability of wells to monitor drawdown as a function of time and adequately
define the cone of depression caused by pumping. The high cost of drilling typically
limits the number of monitoring wells used in a pumping test. Ground penetrating

228 Lee Slater and Xavier Comas



radar-based monitoring of drawdown could provide an inexpensive alternative to a
monitoring well installation and might be particularly effective in evaluating
whether the shape of the cone of depression is consistent with the simplifying
assumptions (e.g. radial flow to a well) used in common pumping test analyses.
Endres et al. (2000) tested this concept on a pumping test conducted in a well-
sorted, medium–fine-grained sand aquifer. Consistent with the tank experiment
described in Daniels et al. (2005), they detected a reflection at the top of the
capillary fringe. They monitored the ‘‘drawdown’’ of this reflection during a
pumping test and compared it to drawdown directly measured in a monitoring
well. They found that the GPR-estimated drawdown was smaller, and delayed,
compared to the drawdown in the monitoring well. They attributed this observa-
tion to the moisture redistribution within the sands induced by the water table
drawdown. Bevan et al. (2003) utilized the sensitivity of GPR to the top of the
capillary fringe in order to understand capillary fringe dynamics, specifically an
apparent extension of the capillary fringe that occurs during drawdown induced by
pumping (Figure 7.15). Tsoflias et al. (2001) used GPR to monitor a pumping test
in a carbonate-fractured rock aquifer, focusing on the response of a permeable,
subhorizontal fracture plane. However, rather than examining variations in travel
times, they analyzed the dependence of the amplitude and shape of the waveform
reflected from this fracture plane on fracture saturation to improve the under-
standing of fractured formation fluid flow properties at the field scale.

7.6.3. Solute transport in fractures

Solute transport within fractures and fracture networks is a subject of active
hydrogeological research. As previously noted, the accurate characterization of
fractured-rock aquifer heterogeneity remains one of the most challenging and
important problems in groundwater hydrology (Day-Lewis et al., 2003). Recent
studies have focused on how amplitude analysis can be used to study (1) the spatial
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Figure 7.14 (a) Schematic representation of a pumping test before (t1) and after pumping (t2).
Pumping induces a cone of depression reflected in a difference in depth to the water table (Dh)
and (b) change in reflection patterns due to increased travel time (Dt) of the reflection from the
capillary fringe after pumping.
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distribution of fractures imaged in bedrock (Day-Lewis et al., 2003) and (2)
thickness/fluid properties of near-surface fractures (Tsoflias et al., 2004). Day-
Lewis et al. (2003) used measurements of the change in amplitude resulting from
the forced injection of a saline tracer into bedrock to infer preferential flow within
transmissive fracture zones (Figure 7.16). They developed a novel, constrained
inversion strategy that imaged changes in amplitude local to fracture zones. They
also demonstrated how time-lapse attenuation data can be interpreted in terms of
tracer breakthrough behavior based on the temporal response for a chosen voxel
within the imaged volume (see Figure 7.16c). This concept suggests the possibility
of treating such time-lapse GPR images of solute transport as a high-density set of
solute breakthrough curves from which spatial variability in advective–dispersive
transport behavior could be inferred.

Recent work has examined the information on fractures that can be retrieved
from careful analysis of multi-polarization GPRmeasurements. In a synthetic study,
Tsoflias et al. (2004) showed that at large oblique angles of incidence to a fracture,
when the electric field component is oriented perpendicular to the plane of the
fracture (H-pol), the transmitted through-the-fracture electric field leads in phase
compared to when the incident electric field is oriented parallel to the plane of
the fracture (E-pol). This observation allowed for the determination of vertical
fracture location and azimuth from multi-polarization GPR measurements based
on the presence of a phase lead in H-pol data relative to E-pol data. Tsoflias and
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Hoch (2006) used a novel, physical-scale model set up to investigate how high-
incident–angle multi-polarization measurements of phase and amplitude were a
function of the width and fluid properties (air versus water, salinity) of thin layers.
In a field experiment, Talley et al. (2005) showed how amplitude variations
associated with a reflection from a prominent subhorizontal bedrock fracture
could be used to interpret the movement of a saline tracer within the fracture.
The study demonstrated how GPR might be employed in a tracer-test monitoring
format to improve the understanding of transport within discrete fractures.

7.6.4. Studies of the hyporheic corridor

There is growing interest in hydrological studies of the hyporheic corridor along
river channels as it is recognized that groundwater–surface water exchanges regulate
nutrient levels and stream temperature and thereby regulate the river ecosystem.
Furthermore, where contaminated aquifers discharge into rivers, spatial and tem-
poral variations in this mixing zone can result in a complex distribution of con-
taminants that is hard to quantify (Conant et al., 2004). For example, groundwater
of the uranium-contaminated aquifer underlying the US DOE Hanford facility is
hydrologically coupled to the Columbia River, which is a unique ecological
habitat. The hyporheic interface along the Columbia River corridor is recognized
as an important location for temporally and spatially complex hydrological processes
impacting uranium transport. However, understanding of (1) the rate and extent of
the processes, their interrelatedness across spatial and temporal scales as well as the
influence of sediment characteristics on these processes, (2) gradients in physio-
chemical characteristics between the river and the aquifer, and (3) temporal changes
in discharge enhanced by river stage variations remains poor. Ground penetrating
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radar has recently been used to assist in the generation of stratigraphic and hydro-
logical models of the hyporheic corridor within rivers and streams (Cardenas and
Zlotnik, 2003; Conant et al., 2004). Figure 7.17 shows a GPR survey across a river
bed (Pine River, Toronto) where a groundwater tetrachloroethene plume is
known to discharge into the river (Conant et al., 2004). Along-channel variability
in the lithofacies identified in the GPR in part explains the complex spatiotemporal
behavior of the plume discharging into the riverbed. The current interest in the
hyporheic corridor processes will likely motivate new studies in this area.

7.6.5. Studies of the rhizosphere

Recent research shows that GPR may have a significant role to play in studies of
the root zone and root zone processes. High-frequency 3D GPR has been used to
image the coarse roots (20 cm or greater) of large trees, as well as the volume of total
root zone, down to a depth of 2m (Nadezhdina and Cermak, 2003). Soil moisture
monitoring, coupled with sap flow measurements, is critical to studying root
function and hydraulic redistribution of flow in the soil (Nadezhdina and Cermak,
2003). In another rhizosphere-related study, Hanafy and al Hagrey (2006) describe
the development of a ray-bending inversion that was applied to the study of
moisture changes within the root zone of a poplar tree. Al Hagrey (2007) further
describes the use of GPR to discriminate woody root zones from soft root zones
based on difference in attenuation, as well as the mapping of individual large roots
from GPR diffraction hyperbolas.

7.6.6. Carbon gas emissions from soils

It follows that due to the high sensitivity of GPR to � and changes in �, GPR
should also be equally sensitive to free-phase gas content (�FPG) and changes in
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free-phase gas content (as �FPG=� – �). One topical and relevant application of
GPR for monitoring changes in �FPG is in studies of carbon gas emissions from
wetlands. Wetlands are, under current climatic conditions, typically net sinks of
carbon dioxide (CO2) but net sources of methane (CH4). Methane is the third most
important greenhouse gas after water vapor and CO2. Its concentration has risen by
150% since the pre-industrial era (IPCC, 2007), and currently 20% of the enhanced
greenhouse effect is attributed to CH4 (IPCC, 2007). Although the atmospheric
concentration of CH4 is relatively small compared to CO2, it is a relatively strong
greenhouse gas. The global warming potential (GWP) of CH4 is 25 whereas, by
definition, the GWP of CO2 is 1 (IPCC, 2007).

Wetlands represent the largest natural source of atmospheric methane (CH4),
accounting for approximately 24% of total emissions from all sources (Whalen,
2005). Scientists have studied methane production and methane emissions from
northern peatlands over the past 20 years. Northern peatlands represent a vast
wetland complex circulating the globe at northern latitudes and are estimated to
account for up to 10% of annual methane emissions to the atmosphere (Charman,
2002). The methane is biogenically produced as a result of anaerobic respiration by
archea utilizing carbon as the terminal electron acceptor (the process of methano-
genesis). Studies related to CH4 emissions from peatlands and their response to
climate change have increased largely during recent years (Glaser et al., 1981;
Kellner et al., 2004). It is now recognized that rapid ebullition releases of free-
phase CH4 from northern peatlands may result in a much greater contribution of
methane to the atmosphere than currently estimated (Rosenberry et al., 2006),
thereby impacting future climate. These ebullition fluxes are spatially and tempo-
rally highly variable and difficult to accurately quantify using direct insertion
methods (e.g. gas sampling, TDR, moisture probes) that easily disrupt the in situ
gas regime upon insertion and provide poor spatial sampling density.

Ground penetrating radar is very well suited to studying CH4 dynamics in
peatlands. Firstly, in the absence of free-phase CH4, peat is saturated to within
�0.5m of the surface and has � on the order of 90%. Secondly, free-phase CH4

production has been observed to account for up to �20% changes in � in peat soils.
Considering that successful hydrogeophysical applications of GPR for monitoring
vadose-zone moisture dynamics have focused on detecting �5% changes in �
(e.g. Binley et al., 2002b), these large biogenic-driven � variations should be readily
detectable with GPR techniques. Furthermore, this application of GPR is also
encouraged by the fact that saturated peat deposits have a well-constrained "r of
around 65–70 (Theimer et al., 1994). The spatial variability in "r of saturated peat
tends to be small such that researchers have found that very precise estimates of peat
thickness can be obtained from GPR with an assumed value of "r, or better still, a
few CMP measurements made in a peatland (Jol and Smith, 1995; Slater and
Reeve, 2002).

Comas et al. (2005b) performed a borehole transmission ZOP survey between
two boreholes placed 5m apart and installed at 7m depth in a peatland in Maine.
Using a CRIM [Equation (7.2)] modeling approach (with "r of peat fabric mea-
sured in the laboratory), they estimated a vertical profile of �FPG varying between
0 and 10%, with two well-defined zones of gas accumulation (a) immediately below
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the water table between 0.5 and 2m, and (b) between 4 and 4.5m (Figure 7.18a).
This vertical distribution of gas content compared well with regions of increased gas
content estimated from 175 capacitance probe measurements made in the image
plane formed by the two boreholes (see Figure 7.18b), as well as a limited number
of samples analyzed for CH4 with gas chromatography. It has also been suggested
that zones of extensive FPG accumulation may be detected as a result of the
scattering of the GPR signal (Comas et al., 2005b, 2005c). Backscattering attenua-
tion occurs when small-scale heterogeneities (i.e. smaller than the propagated EM
wavelengths) generate weak or undetectable responses but impact the signal passing
by (Annan, 2006). Such heterogeneities extract some energy as the EM field passes
through the medium, scattering it in all directions and possibly absorbing energy
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through ohmic dissipation. This concept is illustrated graphically in Figure 7.19a
(modified from Annan, 2006). Backscattered energy from small fractures, voids, and
cavities in massive rock has been exploited as a means of inferring rock quality
(Orlando, 2003). Low-reflectivity zones observed in the vadose zone at hydro-
carbon-contaminated sites have been attributed to scattering by a hydrocarbon
vapor phase (de Castro and Branco, 2003). The size of gas bubbles forming in the
peat is unknown but probably 1–2 orders of magnitude smaller than the EM
wavelengths in peat soils using antenna frequencies typically deployed in the field
(100–500MHz, wavelengths of �8–40 cm based on typical "r of peat). Zones of
EM signal attenuation have been recorded within peatlands where enhanced gas
buildup has been suspected from observations of peat surface deformation and
episodic outgassing observed in/over pools. An example of such zones of pro-
nounced attenuation is shown in Figure 7.19b for a profile across a portion of
Caribou Bog, ME, where hydrological data show overpressurized zones in the peat
indicative of extensive FPG accumulation (Comas et al., 2005c). However, the
detection of such extensive CH4 deposits in peatlands from attenuation in the GPR
record remains to be fully proven.

Very recent studies have shown that GPR monitoring can be used to capture the
temporal buildup and release of FPG in peatlands and thereby contribute to under-
standing mechanisms and rates of CH4 buildup and release in peatlands. In a
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laboratory study, Comas and Slater (2007) measured the transmission time of a high-
frequency (1.2 GHz) signal across a peat block during biogenic CH4 production
stimulated by controlled increases in temperature. This concept was extended to field-
scale monitoring using surface NMO measurements over a 50-day period during the
summer time (Comas et al., 2007) and expanded over almost an entire year to include
winter snow and spring melting events (Comas et al., 2008). The NMO-estimated
velocities from the mineral soil reflector were converted to estimated FPG content
accounting for changes in � due to peat expansion and changes in temperature
measured with vertical temperature probes installed in the peat soil. Temporal varia-
tions in FPG content were consistent with evidence of methane production from peat
surface expansion and were interpreted in terms of ebullition fluxes that showed a
clear correspondence with atmospheric pressure variations, suggesting that large,
episodic releases occurred during low atmospheric pressures. Figure 7.20 contrasts
the variation in GPR-estimated �FPG at a site in Caribou Bog during summer and
winter. The �FPG variation is again consistent with other indirect measures of CH4

accumulation and release (surface deformation and chamber measurements). The
GPR monitoring indicates that rapid ebullition-driven buildup and release of FPG
occurs during the summer months, whereas a large, sustained reservoir of CH4

accumulates over the winter due to the freezing of the surface layer acting to confine
gas release. This gas is rapidly released upon spring melting. Such studies clearly
suggest that GPR has an important contribution to play in the understanding of
CH4 emissions to the atmosphere from northern peatlands. Importantly, the GPR
estimates of methane release are considerably higher than estimated in many studies
using point-based chamber measurements of emissions. Ground penetrating radar
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may thus have an important role to play in better quantifying the contribution of
peatlands to the atmospheric methane burden and in understanding how CH4

emissions will change in response to a warming climate.

7.7. CONCLUSIONS

This review demonstrates that GPR is making a growing, valuable contribu-
tion to a wide range of water resource-related studies. The fundamental basis of the
application of GPR in hydrogeology is the unique sensitivity of the method to �
and the flexibility of the technique in terms of mode of operation to obtain � at a
range of scales from laboratory blocks to the field, and even basin scale. Probably
the greatest challenge with future water resource-related developments of the
method remains the conversion of the measured "r to estimates of hydrogeological
properties (i.e. �, porosity, �FPG). Commonly used petrophysical relations may not
be appropriate at every site, depending on the mineralogical characteristics of the
soils. An important outstanding issue is the scale dependency of the "r–� relation-
ship that determines how local-scale petrophysical relationships relate to the field-
scale relationships needed to interpret GPR data. Mixing models such as CRIM do
not account for the geometric distribution of subsurface water, although this
distribution is well-known to impact "r (Moysey and Knight, 2004). This depen-
dence on geometry means that the petrophysical relationship linking "r to � is scale-
dependent where subsurface architecture is complex. Field-scale relationships that
capture this geologic heterogeneity and account for the effect of geologic complex-
ity on the "r–� relationship have been predicted using geostatistical characteriza-
tions of subsurface structure (Moysey and Knight, 2005). Cassiani and Binley
(2005) also showed that accounting for the scale of ZOP borehole measurements
was critical to fitting the geophysical data using one-dimensional solute transport
modeling.

Further work is also clearly needed to improve field survey techniques in order
to optimize subsurface structures resolvable with the GPR method. Ultra high-
resolution 3D GPR requires a level of effort typically not invested in a survey but
can produce remarkable subsurface information that has illuminated patterns of
human land use and laterally variable depositional processes (Grasmueck et al.,
2004). More research is also needed to avoid potential pitfalls in processing of
hydrogeophysical GPR datasets. Examples include recognition of refracted first
arrivals in ZOP data when layering is characterized by high-velocity contrasts, as
well as accounting for the effects of borehole antennas on the first arrival from
source to receiver in tomographic surveys. Sophisticated data processing methods
may also further push the boundaries of GPR in water resource-related studies. Xia
et al. (2004) showed how deconvolution of a GPR profile with the source wavelet
in air, a process designed to reproduce the reflectivity series generating the observed
radar reflections, increased the accuracy of velocity models and the resolution of
specific geologic features. Perhaps one of the most exciting recent developments in
processing is the evolution of full-waveform modeling and inversion techniques as
an alternative to traditional ray-based methods that utilize just first arrival times and
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first cycle amplitudes (Ernst et al., 2007a, 2007b; Gloaguen et al., 2007). Full-
waveform modeling and inversion seeks to use all the information contained in the
radar dataset (e.g. radiation patterns, dispersion) and has demonstrated potential to
markedly improve resolution of structures within GPR tomograms, even resolving
small structures that are a fraction of the size of the dominant wavelength (Ernst
et al., 2007a). Full-waveform modeling has also been recently applied to better
understand the effects of physical property and structure variations on a scale smaller
than the dominant wavelength (Van den Bril et al., 2007).

Despite current limitations, many studies have shown that GPR provides
surprisingly accurate � estimates under a wide range of conditions. The vast
volume of literature demonstrating successful applications of GPR for mapping
hydrostratigraphy and aquifer architecture, mapping �, monitoring moisture
dynamics, and carbon gas emissions is testimony to the wealth of hydrogeological
information available from GPR. Very recent work is increasingly turning to the
combined interpretation of GPR and hydrogeological datasets, wherein the
spatially rich, indirect information obtained with GPR is an excellent comple-
ment to the direct measurement of hydraulic properties using methods that
provide poor spatial information. One technological challenge faced by GPR is
in the development of autonomous data acquisition protocols. Autonomous data
acquisition has recently been applied to resistivity monitoring, enhancing the
flexibility of the method as a hydrogeological monitoring tool. The GPR method
is inherently more labor-intensive during field data acquisition, and the degree
to which the method can be automated for high-resolution spatiotemporal
imaging of hydrogeological processes is currently uncertain. Some progress has
been made in this direction, with semi-automated acquisition systems developed
that use self-tracking laser theodolites with automatic tracking capabilities (Green
et al., 2003). Despite the ongoing challenges in the application of GPR to
hydrogeophysical studies, the sensitivity of the method to water in the earth
will likely ensure that it remains an important hydrogeophysical technique for
examining water resource issues.
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8.1. INTRODUCTION

Subsurface contamination of soil and groundwater from waste disposal sites,
industrial spills, gasoline stations, mine tailings and industrial processes is a serious
societal problem. Geophysical methods, including GPR, have an important role to
play in the characterization of these sites. Past experience has shown that these
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methods have been useful in mapping geology, contaminant distribution and in
monitoring remediation processes.

The remediation of contaminated sites requires knowledge of the contaminant
distribution in the subsurface and of the subsurface geology. Common and necessary
methods for characterizing contaminated sites are coring, soil sampling and the
installation of monitoring wells for the collection of groundwater samples. These
methods are expensive, can in some cases mobilize subsurface contaminants and only
provide small localizedmeasurements. For these reasons other non-invasivemethods
have been sought to extensively characterize contaminated sites and to provide
volume averaged properties that support the localized measurements provided by
sampling and coring.

Mapping of the subsurface stratigraphy is critical to understanding contaminant
migration and distribution. This subject is not discussed because it is addressed in
other chapters. The issue of mapping the extent of waste disposal sites or mine
tailings is beyond the scope of this chapter. It is not the intent to provide a general
purpose methodology for applying GPR to contaminated sites. The methods used
to characterize contaminated sites will depend on the specific nature of the site and
will involve a suite of tools that may or may not require the use of geophysical
techniques. There are many published reports on and guidelines for site character-
ization (e.g. Canadian Council of Ministers of the Environment (CCME), 1994).

8.2. CONTAMINANT TYPES

Contaminants may be located within near-surface unconsolidated deposits,
within bedrock and within buried wastes. Some contaminants that have strong
absorption by soil or have low solubility in water do not necessarily produce
groundwater contamination. Other contaminants may have high solubility and
mobility resulting in large plumes of contaminated groundwater.

From the perspective of geophysical detection, common subsurface contami-
nants can be grouped into two main types: inorganics and organics. Inorganic
chemical contaminants are typically produced by landfills, mine tailings, chemical
spills, sewage lagoons and industrial processes. Common inorganic contaminant
types are nitrate, calcium, sulphate, iron and trace metals such as arsenic, chromium,
mercury and lead.

Non-aqueous phase liquids (NAPLs) are the most common and important
organic contaminants. NAPLs are immiscible in water but have low solubilities
that may still be orders of magnitude higher than the acceptable drinking water
standards. NAPLs can be further subdivided into those that are denser than water
(DNAPLs) and those that are lighter than water (LNAPLs). Tetrachloroethylene,
commonly used in dry cleaning, trichloroethylene, an industrial degreaser/cleaner
and other chlorinated solvents are common examples of DNAPLs. Hydrocarbon
fuels such as gasoline, kerosene and jet fuel are common LNAPL contaminants.
The term NAPL distinguishes the immiscible phase of these contaminants from
their dissolved phase and vapor phase components. Groundwater is normally
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contaminated by the dissolved phase, but the immiscible phase is also occasionally
found in monitoring and pumping wells. Successful remediation requires removal
of the dissolved phase from the groundwater and removal or isolation of the NAPL
source zone because it acts as a reservoir for continued contamination through
dissolution.

Because of the low solubility and toxicity of NAPLs they have the potential to
contaminate large volumes of groundwater if they are not removed from the
subsurface. For example, the common contaminant tetrachloroethylene has a
solubility of only 200mg/L, but this is still much higher than the acceptable level
in drinking water of 0.005mg/L (US EPA). At a concentration equivalent to the
drinking water standard, 1 L of this contaminant, uniformly distributed within the
groundwater, would render 320 thousand liters of water undrinkable. Liquid
organic contaminants that have low viscosity are a more serious problem because
they have the potential to migrate large distances through the subsurface and
contaminate large volumes of rock and soil.

Contaminated sites can be very complicated, having surface and subsurface
contamination, buried tanks, metal and other waste. It is common for these sites
to contain separate areas of NAPL and inorganic contamination as well as areas in
which these two contaminant types are mixed. There are also some important
organic contaminants that are miscible with water (e.g. ethanol). These will also
have an impact on groundwater but will distribute themselves differently in the
subsurface.

8.3. ELECTRICAL PROPERTIES OF CONTAMINATED ROCK
AND SOIL

Developing methodologies for subsurface contaminant detection with GPR
requires both an understanding of their typical subsurface distribution, as discussed
in a following section, and of their affect on the electrical properties of the subsur-
face. This section discusses the electrical properties of typical contaminants and of
soil and rock containing these contaminants.

8.3.1. Electrical properties of NAPLs

The physical properties of common contaminants have been tabulated in Lucius
et al. (1992). Table 8.1 illustrates that the relative dielectric permittivities of NAPLs
are much lower than water (�80), and higher than air (1). NAPLs typically have
very low electrical conductivities and are non-conducting relative to pore water.
For example trichloroethylene has a conductivity of 0.8� 10–6 Sm–1 (Lucius et al.,
1992) compared with �0.01–5 Sm–1 for water. Subsurface contaminants may often
not be pure NAPLs, but may contain additives or may be mixed with other
substances that modify the electrical properties of the pure NAPL. In particular
this may often result in a contaminant mixture that is more conductive than the
pure component.

Contaminant Mapping 249



Based on these properties it is clear that when pure NAPLs displace pore water in
rocks and soils they reduce the conductivity and decrease the dielectric permittivity
of the medium resulting in an increase in EM wave velocity and decrease in
attenuation. If they displace air the effects are smaller, with an increase in permittivity
and attenuation. In practice, as will be described later, the effects of NAPLs on the
electrical properties of soil or rock are more complicated than this simple explanation
would suggest, related to the longer term effects of biodegradation and surface
interactions. The dissolved phase components of NAPLs do not directly alter the
electrical properties of water but they may indirectly affect water chemistry through
biodegradation.

8.3.2. Electrical properties of soil and rock with NAPL contamination

The electrical properties will be described in terms of the dielectric permittivity and
electrical conductivity. Both these values can be complex values but the electrical
properties can also be completely described in terms of a real permittivity and
conductivity. This latter approach has been used in the following discussion. GPR
signal attenuation is controlled principally by the electrical conductivity and
secondarily by scattering. Thewave velocity is determined primarily by the dielectric
permittivity.

Table 8.1 Electrical properties of common organic contaminants. Crude oil, gasoline and
kerosene properties will vary somewhat depending on composition. All organics have very low
electrical conductivity (see Lucius et al., 1992)

Contaminant Type Density
(g/cm3)

Relative
dielectric
permittivity

Frequency Source

Crude Oil LNAPL 0.70–0.98 2.09 1GHz Shen et al.,
1985

Gasoline LNAPL 0.73 2.20 300MHz Musil and
Zacek,
1986

Kerosene LNAPL 0.81 2.10 3000MHz Von Hippel,
1961

Dichloromethane
(DCM)

DNAPL 1.33 9.1 Unknown Lucius et al.,
1992

Trichloroethane
(1,1,1 TCA)

DNAPL 1.34 7.6 Unknown Lucius et al.,
1992

Trichloroethylene
(TCE)

DNAPL 1.46 3.4 Unknown Lucius et al.,
1992

Carbon
Tetrachloride

DNAPL 1.59 2.2 1MHz Lucius et al.,
1992

Tetrachloro
ethylene (PCE)

DNAPL 1.63 2.3 Unknown Lucius et al.,
1992

Ethanol Miscible 0.79 25 Frequency
dependent

Lucius et al.,
1992
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The dielectric permittivity at typical GPR frequencies (> 100MHz) is deter-
mined by the permittivities of a material’s principal components: mineral grains, air,
NAPL and water. Typical relative dielectric permittivities are: air 1.0; water 80; soil
mineral grains 5; kerosene 2.1; crude oil 2.2; gasoline 2.2.

In general, when NAPLs replace water in the pore space of rock or soil, the
relative dielectric permittivity of the media is decreased, thereby increasing the
wave velocity. Because attenuation at high frequencies is controlled principally by
the electrical conductivity, the presence of NAPLs may increase or decrease
attenuation depending on how they change the media conductivity.

The electrical properties of rock and soil, containing mixtures of air, water and
NAPLhave been estimated using volumetricmixing laws such as the complex refractive
indexmodel (CRIM) (Birchak et al., 1974) and effectivemedia theory (Sen et al., 1981;
Feng and Sen, 1985; Endres and Redman, 1996). Laboratory measurements of these
properties at GPR frequencies have been performed for a variety of NAPLs (Kutrubes,
1986; Olhoeft, 1986; Santamarina and Fam, 1997; Piggott et al., 1998; Piggott et al.,
2000). In addition there have been numerous in situ measurements of electrical proper-
ties during large-scale controlled NAPL injections at field sites (Redman and Annan,
1992; Schneider and Greenhouse, 1992; Schneider et al., 1993; Redman and DeRyck,
1994) and at accidental spill sites (Atekwana et al., 2000). These measurements at field
sites are important because they provide direct in situ data and ifmeasurements have also
been performed before a spill, they directly measure the induced changes in electrical
properties. These studies have been limited to measurements of the low-frequency
electrical conductivity using multiple electrode probes and of the high-frequency
permittivity using time domain reflectometry (TDR) probes.

Laboratory measurements of electrical conductivity (Figure 8.1) were acquired
during a NAPL (Soltrol 100 oil) imbibition and drainage experiment in an initially
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Figure 8.1 Dependence of sand conductivity on NAPL saturation for an initially water
saturated Ottawa sand during imbibition and drainage of NAPL. Pore water used was 0.0015m
KCl. (Piggott,1999).
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water-saturated (15.8mS m–1 KCl solution) sand sample (Piggott et al., 1998). The
conductivity decreases by over an order of magnitude as the NAPL replaces the
water in the pore space. The differences in conductivity at the same NAPL
saturation during drainage and imbibition demonstrate the effect of changes in
the pore scale distribution of the NAPL and water. Effective media modeling
(Endres and Redman, 1996) has also shown the dependence of permittivity on
the specific pore distribution, in addition to the dependence on the volumetric
fraction of water, air, and NAPL. These results imply that estimates of NAPL
concentration based on electrical properties will have inherent inaccuracies related
to this lack of uniqueness.

In situ measurements of conductivity (DeRyck et al., 1993) were performed
during a controlled injection of 343 L of kerosene into a 3.6-m diameter sand-filled
test cell. The conductivity decreased from 5 to 1.3mS m–1 from kerosene replacing
water within the saturated zone just above the water table. This experiment will be
discussed in greater detail later in this chapter.

The dependence of the relative dielectric permittivity of a water-saturated sandy
soil on the NAPL saturation (fraction of pore space filled with NAPL), as determined
from the Bruggeman–Hanai–Sen (BHS)mixingmodel (Sen et al., 1981), is shown in
Figure 8.2. The modeled sand had a porosity of 35% and the NAPL (tetrachlor-
oethylene) a relative dielectric permittivity of 2.3. Clearly there are large changes in
permittivity induced by the presence of the NAPL that would be detectable
with GPR. These induced changes in permittivity have also been observed during
monitoring of large-scale controlled spills of NAPLs using multilevel TDR probes.

The effect of NAPLs on the electrical properties of media with relatively low
hydraulic conductivity and porosity has not been studied extensively, but there are
some generalizations that can be made. NAPLs will not significantly affect the high-
frequency electrical properties of low porosity media, such as competent crystalline
rocks. Even if the available pore space could be saturated with NAPL, the low
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Figure 8.2 Relative dielectric permittivity dependence on NAPL saturation computed using
the BHS model for a fully water and NAPL-saturated sample with a porosity of 35%. Grain
permittivity is 4.5 and the NAPL permittivity 2.3.
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NAPL volumetric content would result in only small affects on the electrical
properties. The presence of NAPLs in fracture zones within the rock mass could
significantly change the electrical properties of fracture zones if they have sufficient
porosity. These effects may be detectable with GPR if the fractures have sufficiently
large apertures.

8.3.3. Biodegradation effects

The electrical conductivity of rock and soils is reduced when water in the pore
space is displaced by NAPLs. This reduction in conductivity has been measured in
laboratory samples by numerous investigators, mixing models predict this behavior
and it has been observed during controlled injections of the LNAPL kerosene and
the DNAPL tetrachloroethylene (DeRyck et al., 1993; Schneider et al., 1993).

Studies (Nash et al., 1997; Sauck et al., 1998; Atekwana et al., 2000; Sauck,
2000) have shown that there may also be an increase in electrical conductivity
associated with the LNAPL at older contamination sites. Atekwana et al. (2004) and
Aal et al. (2004) suggest that the production of carbonic and organic acids can
enhance the dissolution of soil grains resulting in an increase in the pore water
conductivity. In addition the biodegradation process produces biosurfactants result-
ing in emulsification of LNAPLs. This effect could enhance the conductivity in
zones with high LNAPL saturations by dispersing the LNAPL and enhancing
conduction pathways through the pooled zones. Based on laboratory measurements
in soil columns (Aal et al., 2004), this process requires �12 weeks to produce a
noticeable increase in conductivity. In the LNAPL-controlled injection discussed
previously there was a decrease in conductivity that persisted over the 2 month-
monitoring period. The time required to change the response from being less
conductive to more conductive is likely dependent on local site conditions. The
soil grain dissolution process also increases the grain surface area and pore throat
geometry potentially changing the frequency dependence of the electrical proper-
ties. Recent work investigating the effects of microbial growth in soil columns has
shown measurable complex conductivity changes (Davis et al., 2006), and the
production of a network of electrically conductive ‘‘nanowires’’ linking bacteria
cells to each other and to sand grains potentially increasing the electrical conduc-
tivity (Ntarlagiannis et al., 2007). The understanding of biodegradation effects on
soil and rock electrical properties has clearly improved but there remain many
unanswered questions.

8.3.4. Inorganics

The presence of inorganic contaminants in the subsurface typically results in an
increase in electrical conductivity through their dissolution into the groundwater.
The resultant effect on subsurface conductivity depends on the solubility of the
inorganic contaminant, the mobility of the dissolved ions and the porosity. The
effect of the increase in pore water conductivity can be estimated with Archie’s Law
(Archie, 1942). If there is a specific source zone producing a contaminant plume
then the conductivity depends on the distance from the source zone.
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8.4. TYPICAL DISTRIBUTION OF CONTAMINANTS

Developing methodologies for mapping subsurface contaminants requires an
understanding of their typical distribution and concentration in the subsurface. The
knowledge base in this field has grown substantially in the past decade and there are
numerous publications that discuss the distribution of NAPLs in unconsolidated
sediments, rock and fractured rock (Poulson and Kueper, 1992; Kueper et al.,
1993).

8.4.1. DNAPL

A DNAPL that has spilled or leaked onto or into the subsurface will move down-
wards through the unsaturated and saturated zone until it meets any impermeable
horizon such as low-permeability bedrock or a clay horizon (Figure 8.3).
If sufficient DNAPL is spilled, it will form a pooled zone on this horizon. In a
fractured rock environment the DNAPL will penetrate into some of the larger
fractures and may move large distances from the source zone (Longino and Kueper,
1999). Along the pathway from the surface the DNAPL will distribute itself as
disconnected blobs and ganglia, creating a residual zone in which the DNAPL
typically occupies a few percent of the pore space. The residual saturation depends
on the initial saturation reached during a spill, resulting in residual saturations that
may be up to �15%. Within the pooled zones the DNAPL saturation could be up

LNAPL

Vapours
Residual

LNAPL pool

DNAPL pools

DNAPL

DNAPL

Dissolved plume

Dissolved plume

ResidualVapours

Capillary fringe

Water table

Groundwater flow

BEDROCK

Figure 8.3 Typical distribution of contaminants resulting from an LNAPL and a DNAPL spill
at the surface.
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to �90%. Controlled field experiments resulted in pool saturations up to �30%
(Kueper et al., 1993).

In addition to the pooled and residual phases below the water table, a dissolved
phase plume will form over time as groundwater flows through the contaminated
zones. Above the water table a vapor phase plume will also develop. This plume is
important because it can also contaminate groundwater far from the DNAPL
source zone.

Although it has been shown that GPR and other geophysical methods can
detect sufficient concentrations of the residual and pooled DNAPL, it has not been
demonstrated that they can detect the dissolved phase and vapor phase. Considering
the small changes in electrical properties that can be attributed to these contaminant
phases, it is unlikely that these phases could be detected. It has been shown however
that the surface tension of water can be reduced substantially by the presence of
dissolved phase organics (Henry and Smith, 2003). Within the unsaturated zone this
will result in a change in the water content distribution. Unfortunately this is a
secondary effect that will likely be difficult to observe with GPR.

8.4.2. LNAPL

LNAPLs, being lighter than water, behave differently from DNAPLs in the subsur-
face. An LNAPL that has leaked into the subsurface from a storage tank or surface
spill will move downwards through the unsaturated zone until it encounters an
impermeable horizon or a water saturated zone such as the water table (Figure 8.3).
It will then spread laterally on this horizon and form a zone of the connected
immiscible phase liquid that is referred to as the ‘‘LNAPL pool.’’ A residual phase of
up to 10–15% may remain trapped within the unsaturated zone. Within the pooled
zone most of the water may be displaced resulting in LNAPL saturations of up to
80–90%. A dissolved phase plume will form within the groundwater flow regime
below the water table. Fluctuations in the water table will often smear the LNAPL
over greater depth intervals potentially resulting in the residual phase being trapped
below the water table.

8.4.3. Inorganics

Inorganic contaminants typically result from the leaching of a contaminated
source zone, such as waste disposal and mine-tailing sites, into both surface
and groundwater. The contaminant from these sites will move in the ground-
water flow direction creating a plume of dissolved phase-contaminated water.
Remediation of these sites may require characterization of both the source zone
and the plume.

Contaminant plumes can be up to many kilometers in length and of varying
width depending on the groundwater flow velocity and flow direction, and the age
of the plume. The plume shape can be quite variable depending on the hydraulic
conductivity distribution in the subsurface and the groundwater flow regime.
There are many examples in the literature of typical plume geometries, contami-
nant concentration and evolution over time (MacFarlane et al., 1983; van der
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Kamp et al., 1994). These are based on modeling exercises, field measurements of
groundwater contaminants and terrain conductivity surveys of existing contaminant
plumes (e.g. CCME Report, 1994). Source zones can be variable in their areal
extent, from a local spill a few tens of meters in size, to a waste disposal site or a
mine-tailing site that may be kilometers in size.

8.4.4. Saturated and unsaturated zone

DNAPLs and LNAPLs have roughly similar electrical properties. Residual zones of
these two contaminants within the unsaturated zone would have similar electrical
properties. They may present quite different scenarios in terms of geophysical detec-
tion because of the way they distribute themselves in the subsurface (Figure 8.3).
DNAPL pools are usually below the water table in contrast to LNAPL pools that are
situated near the water table, at the interface between the unsaturated and the
saturated zones. This makes the geophysical detection of LNAPLs, with electrical
techniques, more difficult because this interface is usually complicated and variable
depending on the infiltration history and movement of the water table.

8.5. GPR METHODOLOGY

The specific GPR methodology used will clearly depend on the nature of the
site investigation or study being performed. Choosing the correct GPR center
frequency, to provide sufficient sampling depth and spatial resolution, and providing
sufficiently high spatial sampling will be required to properly characterize the site.
These issues and others related to survey design are covered in Chapter 1.

The use of mixing formulae to predict the electrical properties of the contami-
nated subsurface and numerical modeling to determine the GPR response for a
typical contaminant distribution can be very helpful in understanding a character-
istic response for a contaminant, and the results of this process will likely impact the
survey design. In many cases GPR will not be appropriate because of insufficient
sampling depth due to high attenuation, lack of contrast in electrical properties
between the contaminated and the uncontaminated media or insufficient spatial
resolution.

GPR applied to contaminant detection is more successful if it can be used in a
monitoring mode where changes with time resulting from remediation or
contaminant migration can be observed. In this case it is easier to differentiate
between responses from natural geological heterogeneity or a contaminated zone.
During remediation of contaminant sites this approach can be used to monitor the
removal of a contaminant or to monitor the effectiveness of remediation processes
(Tomlinson et al., 2003).

Because contaminant distribution can often be very complicated, the use of 3D
survey methods is recommended if possible. GPR surveys are normally performed
in the common offset mode but multi-offset surveys when feasible can provide both
improved imaging capability and allow for amplitude versus offset (AVO) analysis
(Bradford, 2003, 2004; Jordan and Baker, 2004).
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8.6. DATA PROCESSING AND INTERPRETATION

The objective of GPR is to determine the subsurface electrical property distribu-
tion from the acquired data. Based on the measured subsurface electrical property
variation it is possible to extract information on both the subsurface geology and the
contaminant distribution. There is no simple means of achieving this mapping
objective. This section describes practical methods that have been used in contaminant
applications to provide visual aids to the interpreter, to identify anomalous zones and to
provide an approximate quantification of the contaminant concentrations.

8.6.1. Visualization

GPR transects and 3D GPR data sets contain a wealth of detailed information that
is often best presented in some visual form. For example, quickly cycling through a
series of migrated depth slices from 3D data or GPR sections acquired on the same
transect at different times provides a powerful visual aid for interpretation. Gain
functions should be chosen to enhance the attributes of interest. If the character of
the section is important then AGC gains are useful. If the relative reflectivity of
horizons is important then a spherical exponential compensation (SEC) gain is best.

8.6.2. Trace attributes

Trace attributes can be used to extract useful information from the GPR data. For
example in cases where reflection amplitude can be used to estimate NAPL saturation
(Brewster and Annan, 1994; Hwang et al., 2008) or in cases where estimates of
relative attenuation are required, the envelope or instantaneous amplitude attribute of
a trace provides a robust method of estimating amplitude that is insensitive to phase
changes in the reflected pulse. In addition instantaneous amplitude, phase and
frequency was used by Orlando (2002) to characterize an LNAPL spill.

8.6.3. Data differencing

It would be useful to be able to invert the GPR data, collected before and after a
spill, into electrical properties data and then difference the electrical properties to
allow visualization of changes. This can be done in borehole GPR tomography to
visualize subsurface changes in velocity or attenuation (Sander et al., 1992; Redman
et al., 2000; Tomlinson et al., 2003; Johnson et al., 2007). Currently this is not
practical for GPR surface reflection data. Simple differencing of GPR sections or
3D data sets can sometimes be used to visualize changes over time; however, if
there are significant velocity changes this method is ineffective. Hwang et al. (2008)
successfully differenced GPR cross-sections collected before and following a
DNAPL injection to monitor its dissolution over a 66-month period. An alter-
native method that is more reliable is to difference an attribute of the data. Versteeg
and Birken (2001) have used this approach by computing the average energy in
a sliding time window. The average energy values for a background 3D data set
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were then subtracted from each subsequent data set collected following an oil
injection. This process was used to successfully image the development of the
injected oil pool over time.

8.6.4. AVO analysis

The AVO method has been used as method for determining the electrical proper-
ties at subsurface horizons and thus in principle allowing differentiation of NAPL
pools and residual zones from natural stratigraphic horizons (Bradford, 2003; Jordan
and Baker, 2004; Jordan et al., 2004). The method relies on measuring the
dependence of a reflected wavelet’s amplitude on the angle of incidence. This
dependence is controlled by the electrical properties above and below the horizon
from which the measured wavelet is reflected. Data for AVO analysis are acquired
by performing multi-offset or common mid-point surveys (CMP). The AVO
method determines the layer properties from the reflection characteristics at the
top of the layer, unlike velocity analysis which requires that energy penetrate
through the layer and produce a detectable reflection event from a lower horizon.

Although the technique appears to provide some useful information on NAPL
distribution there are many factors that make AVO analysis difficult. These include
accounting for the antenna radiation pattern, incorporating geometrical spreading,
and dealing with the effects of heterogeneities and variable attenuation above the
reflection horizon.

8.6.5. Detection based on frequency-dependent properties

The presence of NAPLs in rock and soil can result in frequency-dependent proper-
ties at frequencies up to �200MHz. It has not been demonstrated that this effect
can be observed with GPR in normal practice but recent work (Bradford, 2007) has
shown that it is possible to measure a frequency-dependent attenuation that is
correlated with the presence of NAPLs. In practice the frequency dependence of
the reflection coefficient and of the attenuation for scattering losses will not allow
this process to be definitive, but this method may provide a useful relative attribute
for mapping these contaminants.

8.6.6. Quantitative estimates of NAPL

Providing quantitative measurements of NAPL saturation (fraction of pore space
filled with NAPL) based on borehole GPR measurements may be possible in some
situations. Using surface GPR in the reflection mode for this task is more difficult
because this method normally requires determining an empirical relationship
between NAPL saturation and reflection amplitude, as described in this section.

In the following discussion it is assumed that the media contaminated with the
NAPL is fully water saturated. In the water-saturated zone the NAPL must displace
water in the pore space while in the unsaturated zone it may displace water or air
making the problem of estimating NAPL saturation impossible with the relatively
simple methodology described in the following discussion.
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Determining NAPL saturation requires that the electrical properties be
measured and that the NAPL saturations be estimated from these properties. Both
of these tasks are quite difficult. The AVO method, CMP velocity analysis and
fitting of trace data with a 1D model (Powers and Olhoeft, 1994) have all been used
to estimate electrical properties. Relating the NAPL saturation to the electrical
properties could in principle be done using numerical modeling if the grain
permittivity, grain shape and porosity are known or if the relationship could be
established with laboratory measurements. In practice this process has not worked
because of lack of information about these properties and because the subsurface is
generally too heterogeneous.

If the subsurface permittivity is measured before an NAPL injection then it is
possible to provide estimates of NAPL saturation. This has been done with in situ
TDR probes (Redman and Annan, 1992).

If a strong subsurface reflection event exists in the GPR section then compar-
isons of the travel time to this event, measured before and after a NAPL injection,
provide an average permittivity measurement to the reflecting horizon. From these
measurements the average water content to this depth can be estimated using a
mixing formula such as the Topp relationship (Topp et al., 1980) or the CRIM
model. In the case of media that is water saturated, the difference in water content
provides an estimate of the NAPL saturation.

Measurements of the reflection amplitudes from subsurface layers of pooled or
residual NAPL can also be used to estimate the product of the NAPL saturation and
the pool thickness. This saturation-thickness product can provide estimates of the
total amount of NAPL pooled on a horizon. The relationship between the satura-
tion-thickness product and the reflection amplitude is determined from an empiri-
cal relationship between measured NAPL saturations from core samples and the
measure reflection amplitudes from the same location and NAPL layer. This
procedure, described by Brewster et al. (1995), was used by these authors as well
as by Hwang et al. (2008) to provide quantitative estimates of DNAPL distribution
and its evolution in time during and following controlled injections.

8.7. CASE STUDIES

GPR and other geophysical techniques have been used successfully at many
contaminated sites to characterize subsurface geology, to locate inorganic contami-
nant plumes, and to find buried barrels, pipes and storage tanks. As well, these
methods have in some cases been able to delineate NAPL contaminants and to
monitor the remediation processes applied to these contaminants. Although GPR
and other geophysical methods have been helpful in mapping NAPL distribution at
some sites, there are currently no standard accepted geophysical techniques that can
reliably map NAPL distribution at contaminated sites.

At many sites the contamination may be deeper than the penetration available
from GPR, or as commonly occurs, the natural geological heterogeneity can mask
the response from the contaminant. GPR contaminant mapping is performed
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indirectly by detecting the electrical property variation induced by the presence of
the contaminant. Geological heterogeneity can, in many cases, produce similar
changes in electrical properties related to changes in density, porosity, water
content, water conductivity or mineralogy. For example, a high clay content
zone in the subsurface could increase conductivity in a similar fashion to an
inorganic plume and changes in subsurface porosity within the water-saturated
zone could produce the same response as a DNAPL zone. Attribution of anomalous
responses to contaminants is often constrained by other information such as direct
measurements of contaminants in core or surface samples, core logs, other geophy-
sical survey results and geological knowledge of the site. In addition there is usually
an understanding of the contaminant’s typical distribution.

If GPR surveys can be performed before the contaminant is present then
comparisons of results before and after will sometimes allow mapping of the
contaminant. It has been clearly demonstrated that many methods, including
GPR, can successfully monitor and map the distribution of NAPLs during
controlled experimental injections and in some cases following accidental spills
(Redman et al., 1991; Brewster et al., 1992, 1995; DeRyck et al., 1993;
Greenhouse et al., 1993; Grumman and Daniels, 1995; Bermejo et al., 1997;
Sauck et al., 1998; Kim et al., 2000; Versteeg and Birken, 2001; Lopes de Castro
and Castelo Branco, 2003; Bradford, 2004; Hwang et al., 2008).

The case studies presented in this section have been performed mostly as
research projects to evaluate the methodology. Most of the studies were controlled
injections of contaminants in which GPR surveys were performed before, during
and following the injections. The injection environments in these cases were either
large test cells packed with the test media by the researchers or were an undisturbed
natural environment, about which the researcher had considerable knowledge from
coring and sampling performed before or after the spill.

8.7.1. Controlled DNAPL injection

Experiments performed at CFB Borden, Ontario, Canada, have demonstrated that
geophysical techniques can successfully monitor the DNAPL distribution within a
natural saturated sandy aquifer during and following a DNAPL injection. Test cells
were used in most of these experiments. A section of the natural undisturbed
aquifer was isolated within sheet pile walls and underlain by a thick clay layer.
Performing the injections in a natural aquifer is important because it is extremely
difficult, if not impossible, to pack test cells with soil to simulate a typical natural
aquifer with the subtle changes in hydraulic properties that control DNAPL
migration. The DNAPL used was tetrachloroethylene, an effectively non-conducting
and low relative dielectric permittivity (2.3) liquid.

In the first experiment, 231 L were injected into a 3m� 3m� 3m deep test
cell. Multilevel TDR probes and GPR monitored the induced changes in dielectric
permittivity (Redman et al., 1991; Kueper et al., 1993). In a more extensive
experiment 770 L of tetrachloroethylene was injected into a 9m� 9m� 3m
deep test cell over a period of 70 h. In this experiment, the 3D distribution of the
pooled and residual DNAPL zones was mapped by interpreting reflection events
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observed in GPR sections (Brewster and Annan, 1994; Brewster et al., 1995).
Multilevel TDR probes were used to measure the dielectric stratigraphy and its
evolution during and following the injection (Redman and Annan, 1992).

Example GPR sections (Figure 8.4) collected before the DNAPL injection and
at three times during and following the injection clearly show the development of
DNAPL horizons over time at depths of �0.8m at early times and at �2.8m 178 h
after the start of the injection. The reflection event from the aquitard at 3.4m is
pulled up in time for later sections because of the significant amounts of the higher
velocity DNAPL replacing the water within the section above the aquitard. The
reflection amplitude of the aquitard is also reduced at later times from energy
reflected back to the surface by zones of high DNAPL saturation. The dipping
events at the edges of the sections are diffraction events from the locations where
the steel sheet pile walls intersect reflective soil horizons.

This case study pointed out the importance of using GPR antennas with a range
of center frequencies. The data presented in Figure 8.4 were acquired using a centre
frequency of 200MHz. GPR data were also acquired at 500 and 900MHz (Sander
et al., 1992), providing higher resolution images of the DNAPL pool development
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Figure 8.4 GPR sections acquired at 200MHz, before the DNAPL injection (a), and at 8.7 h
(b), at16 h (c) and178 h (d) after the start of the injection.
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but the 900MHz system only penetrated to �1.5m while the 500MHz system was
limited to about 2.5m. The 200MHz antennas were able to clearly see the aquitard
event at 3.3m.

Another injection of 50Lof tetrachloroethylene into theBorden aquifer adjacent to
the previous test cell was performedwithout sheet pilewall containment tomonitor the
effect of natural ground water flow on the DNAPL (Hwang et al., 2008). This
experiment demonstrated the ability of GPR to see the effects of smaller amounts of
DNAPL and to monitor the dissolution of the pooled DNAPL over a 66-month
period. The authors show an excellent example of the reduction in the areal extent of
the pool and in the total DNAPL mass within the pool during this period.

These experiments demonstrated that having background measurements
available before the DNAPL injection made it possible to identify the location of
the pools and residual zones with GPR. These techniques were successful princi-
pally because background measurements were performed before the injection,
the cells were saturated to the surface and the aquifer was relatively homogeneous
but still sufficiently inhomogeneous to produce a non-uniform distribution of
DNAPL.

These large-scale spill experiments into natural aquifers were important because
they provided many unexpected results. Although the aquifer is characterized as
a relatively uniform medium to fine-grained sand, it had subtle changes in
hydraulic conductivity that controlled the DNAPL distribution, resulting in
relatively thin pools perched on indistinct soil horizons. These large-scale experi-
ments in natural media are unlikely to be repeated because they are expensive and
difficult to perform and there is the potential for accidental groundwater
contamination.

8.7.2. Controlled LNAPL injection

In another experiment, 343 L of the LNAPL (kerosene) were injected into a 3.6m
diameter by 1.7m deep cylindrical test cell (DeRyck et al., 1993; DeRyck, 1994).
A medium to fine sand was packed around monitoring instrumentation. The
kerosene was injected in a series of separate injections and monitoring was
performed following each injection. Permittivity data were acquired from a high-
resolution multilevel TDR probe (Figure 8.5). These data clearly demonstrate the
induced changes in dielectric permittivity that occurred at the top of the water table
as the kerosene replaced water within the capillary-saturated zone. The interface is
shifted to a greater depth and becomes somewhat more gradational. This effect
would result in a GPR reflection event with reduced amplitude occurring later in
time. Modeling also shows a similar effect but the results from the GPR sections
results were less conclusive (Redman et al., 1994).

8.7.3. Accidental spill sites

In addition to controlled injections of LNAPLs there have been numerous GPR
studies of accidental spill sites (Bermejo et al., 1997; Sauck et al., 1998; Lopes de
Castro and Castelo Branco, 2003). As described previously, in cases of older
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hydrocarbon fuel spills it has been observed in some cases that biodegradation can
cause an increase in conductivity associated with the presence of the LNAPL. An
example GPR section from a former fire-training facility at the Wurtsmith AFB
(Oscoda, Michigan, USA) is shown in Figure 8.6. The site, consisting of 20m of
uniform sands with a water table at�5m, has been studied extensively (Sauck et al.,
1998; Smart et al., 2004). In the GPR section a strong water table reflection event
can be observed at �90 ns. As well in the region from 170 to 210m the reflection
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Figure 8.5 Vertical profile of dielectric permittivity measured with multilevel TDR probe
before and following kerosene injections in a large test cell filled with a sandy soil. The total
amount of kerosene injected is shown.Thewater table was maintained at a depth of 1.1m.

Figure 8.6 GPR section from an LNAPL spill showing a ‘‘shadow zone’’ related to high
conductivity associatedwith biodegradation of hydrocarbon fuels.
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events from below the water table are more subdued or not visible in the section
(Figure 8.6). This zone has often been referred to as ‘‘the shadow zone’’ and is
attributed to the high conductivity related to the biodegradation of LNAPL as
described by Sauck (2000). The source of the LNAPL contamination in this case is
from bi-weekly fire-training exercises.

8.7.4. Leachate and waste disposal site characterization

GPR can be a useful tool to provide relatively fast and high resolution
definition of the lateral extent of conductive zones such as leachate plumes
and waste disposal sites. Calabrese et al. (2004) used GPR to delineate the
boundaries of an industrial waste disposal site for an industrial mud-containing
oil products, metal dust and other waste. Electrical resistivity tomography
profiles were used to characterize the depth and approximate lateral extent of
the landfill.

Although EM conductivity and DC resistivity surveys are the preferred methods
for mapping leachate plumes, GPR can sometimes be useful for these applications.
GPR has higher spatial resolution and is sensitive to small changes in conductivity
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Figure 8.7 GPR sections acquired over a leachate plume from awaste disposal site (a) before
and (b) following remediation.
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but often has insufficient penetration for these applications. An example of a GPR
transect collected over a leachate plume in glacial/fluvial sands shows the results of
an original survey and one conducted 5 years later after remediation (Figure 8.7).
The waste disposal site is off to the right of the GPR section. In areas affected by the
conductive leachate plume the natural stratigraphy is not visible because of the high
attenuation.

8.8. SUMMARY

GPR can provide important information on contaminant distribution. It has
the advantage over other geophysical methods of providing relatively high spatial
resolution, but GPR penetration depth will in many cases be insufficient because of
attenuation related to clays or high pore water conductivity.

Research studies focused on contaminant migration and remediation processes
often require the use of non-invasive methods to monitor contaminant distribution
over long time periods. These studies are often performed in packed test cells or in
relatively simple natural environments. Because these applications often allow for
measurements before the contaminant is present, the issue of natural heterogeneity
is less important, resulting in a higher probability of being able to map the
contaminant distribution with GPR.

Recently, work on AVO analysis has shown that it may be useful for direct
detection of NAPLs, but there is still further work needed to demonstrate the
practical applicability of the method.

GPR is not a general purpose tool for delineation of subsurface contaminants
at accidental spill sites, but it can be very useful in specific cases were the
subsurface conditions are suitable and when other direct sampling or core data
are available to constrain the GPR interpretation. It is also an excellent tool in
research applications when experiments can be designed to take advantage of its
capabilities.
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TERMS FOR GLOSSARY

Dense non-aqueous phase liquid (DNAPL) – Class of liquid organic
contaminants that have higher densities than water and have low solubility in
water resulting in a separate immiscible phase. Their high densities allow them to
sink below the water table and cause serious groundwater contamination. The
chlorinated solvents are a common contaminant in this class.

Light non-aqueous phase liquid (LNAPL) – Class of liquid organic contami-
nants that have lower densities than water and have low solubility in water resulting
in a separate immiscible phase. The liquids will move through the unsaturated zone
and because they are less dense than water they will pool at the water table.
Hydrocarbon fuels (e.g. gasoline, kerosene) are a common contaminant in this class.

Non-aqueous phase liquid (NAPL) – Class of liquid organic contaminants that
have low solubility in water resulting in a separate immiscible phase.
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9.1. INTRODUCTION

Before the advent of GPR the internal structure of sand dunes was investi-
gated from trenches dug by hand (e.g. McKee and Tibbitts, 1964), or mechanical
excavation (McKee, 1966, 1979), making observations of partially deflated dune
surfaces (Hunter, 1977; Tsoar, 1982) or numerical modeling (Rubin and Hunter,
1985; Rubin, 1987). Digging or mechanical excavation of trenches through dunes
are effective but destructive, and the depth of investigation is limited by the stability
of dry or slightly damp sand. Furthermore, the excavation of trenches in unconso-
lidated sands can be dangerous due to the risk of the trench walls collapsing.
In contrast, GPR is a non-invasive technique which can be used to image the
internal structure of dunes leaving no more than a set of footprints on the dune
surface. GPR offers a fast and efficient method for the collection of high resolution,
almost continuous images of the shallow subsurface structure in aeolian sands. In
addition, GPR can be used to produce 3D visualizations of the sedimentary
structures within sand dunes, and from these structures it is possible to reconstruct
the history of dune development and migration (e.g. Bristow et al., 2000a, 2005,
2007a). Dune sands are suitable targets for GPR surveys because they usually have
low conductivity and low magnetic permeability allowing good depths of penetra-
tion (low attenuation). The depth of penetration of GPR in dune sands can exceed
25m which is deeper than most trenches and a recent survey of sand dunes in
Antarctica reached depths of around 75–80m (unpublished data).

This paper includes a brief introduction to aeolian sand dunes and then outlines
GPR survey methodology with particular reference to surveys over aeolian sand
dunes. It explains the imaging of primary sedimentary structures within dune sands
with examples of both 2D and 3D GPR data sets. The paper also includes a brief
review of recent developments in determining dune chronology and dune strati-
graphy with the aid of GPR and geochronology based on recent case studies.

9.2. SAND DUNES

Sand dunes are hills of sand built up and shaped by the wind. They range in
length from 1m to tens of kilometres and in height from a few tens of centimeters
to over 300 m. Sand dunes come in a variety of forms, and there are several
classification schemes for dunes. The classification of McKee (1979) is followed
here, with minor modifications following Pye and Tsoar (1990). McKee (1979)
distinguished between dunes that are simple, compound or complex. Simple dunes
are classified based on their overall form and the number of slipfaces (see below).
Compound dunes consist of two or more dunes of the same type, while complex
dunes consist of two or more different types of dune. Types of dunes classified by
the number of slipfaces and morphology are illustrated in Figure 9.1. Dome dunes
are circular or elliptical in outline and have no slipface, zibar are coarse grained and
also lack a slipface. Dunes that have one slipface on the downwind side include
crescent-shaped barchan dunes, coalesced barchans referred to as barchanoid ridges
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and essentially straight crested transverse dunes. Dunes with two slipfaces include
reversing dunes, which as the name implies, are formed under a reversing wind
regime, and linear dunes that are believed to form from bimodal winds. Dunes with
multiple slipfaces with a high central peak and three or more arms extending
radially are called star dunes. In addition to these dunes that Pye and Tsoar
(1990) class as autogenic dunes, that is dunes whose form is related to the interac-
tion of the wind and the sand, there are two other classes of sand dunes which are

Figure 9.1 Sand dunemorphologybased upon the classifications of McKee (1979) and Pye and
Tsoar (1990). These represent the main types of dunes but there are many variations on the
forms. In each case the arrows indicate the direction of the main formative winds.
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influenced by vegetation (phytogenic), and those influenced by topography. Dunes
formed by the accumulation of sand related to vegetation include parabolic dunes,
vegetated linear dunes, nebkha and coastal foredunes. Parabolic dunes have a U or
V shape with the trailing arms anchored by vegetation and pointing upwind and a
nose that migrates downwind. Nebkha are wind-aligned sand accumulations
around vegetation and include coppice and shrub dunes. Coastal foredunes are
shore parallel accumulations of sand that are usually vegetated. The vegetation
serves the dual role of stabilizing the dune and trapping sand allowing the dunes
to accrete vertically and accrete ‘‘upwind’’ toward the beach because of sand
capture by the vegetation. Topographically controlled dunes include climbing
dunes on the upwind side of a topographic obstacle and falling dunes on the
downwind side.

Sand is transported by wind in three ways: reptation, saltation and suspension. In
addition grainflows of sand avalanche down the lee-side slipface of sand. These
different deposition processes produce primary sedimentary structures with slight
differences in depositional texture. Reptation is the movement of sand along the
sediment surface with grains rolling along the surface, the term is derived from the
latin reptare to crawl. Saltation, from the latin saltare to leap, describes grains that
bounce over the surface. As grains impact the bed they can either bounce back up
into the air again or eject other grains into the air setting further sand grains in
motion. The rolling and saltation of sand along the surface of the sediment creates
wind ripples and the migration of wind ripples forms laminae. Wind ripple laminae
are commonly fine grained and form inverse graded laminae commonly less than
1 cm thickness that are inclined from horizontal up to the angle of repose around
32–34�. Wind ripple laminae have inverse grading (coarsen-up) because the sand
grains on crest of wind ripples are coarser than the troughs. Less common are aeolian
plane bed laminae that are fine grained and thinly laminated. Fine-grained sand, silt
and clay-sized particles can be transported in suspension by turbulence and where this
fine-grained sediment is deposited it forms air-fall laminae. Air-fall laminae are fine
grained and very thin commonly less than 1 mm in thickness. Failure of the steep, lee
side of dunes results in avalanching where sand grains flow down the dune slipface in
a grainflow. Grainflow strata from avalanches on the lee side slipface of sand dunes
form relatively coarse-grained, inverse-graded, strata inclined at around 32–34� that
can be mm to a few cm in thickness. Beds of aeolian cross-strata deposited by sand
dunes can be up to tens of meters in thickness, e.g. Mountney et al. (1999).

Wind is highly selective in entraining sand grains and as a result aeolian sands are
usually well sorted. In addition, sand grains being transported by air have a relatively
high-impact velocity, and this can destroy weak grains leading to a concentration of
more resistant sand grains. As a consequence aeolian sands tend to be both well
sorted and mineralogically mature. These physical characteristics, together with the
suite of primary sedimentary structures aid their identification in the sedimentary
record. Furthermore, mature aeolian sands have a low-conductivity and low-
magnetic permeability which gives good depths of penetration for GPR. Indeed,
the thickness of preserved sets of aeolian cross-strata means that they can be readily
imaged by GPR. The different types of sedimentary structures, wind ripple lamina-
tion, air fall lamination and grainflow deposits have different grainsize and bedding

276 Charlie Bristow



characteristics which enables them to be detected using GPR because of the
associated changes in water content Bristow et al 2006, van Dam 2001.

For further information on sand dune morphology and dynamics readers are
referred to books by Pye and Tsoar (1990) and Lancaster (1995) which provide
much more detailed information in a readily accessible format.

9.3. SURVEY DESIGN

Choosing an appropriate survey design helps to optimize field time and
collection of useful data. A 3D survey can provide the best visualization of subsur-
face sedimentary structures, but they are time consuming to collect and process and
may not be the most efficient survey design for larger areas. As a consequence most
3D GPR surveys to date have covered an area of a few tens of meters. Collecting
3D GPR data over large areas (km2) are technically possible but not yet widely
applied in sedimentary studies. A well-designed survey grid can be almost as
effective and a lot quicker to collect. However, it is essential to plan the grid and
select an appropriate line spacing and orientation.

9.3.1. Line spacing

The selection of line spacing is a compromise between the detail required from a
survey and the size of the survey area. In order to effectively cover a large area the
number of survey lines will increase with a consequent increase in survey time and
cost. In order to increase the efficiency of a survey the number and total length of
survey lines can be reduced by increasing the spacing between GPR profiles.
However, it is important to consider the dimensions of subsurface targets. If the
target is an extensive stratigraphic horizon or the water table then a line spacing of
100m may suffice. For example, in their survey of coastal dunes stratigraphy in
Denmark Pedersen and Clemmensen (2005) used a line spacing approaching
0.5 km which was constrained by paths through the dunes. In this case the spacing
was sufficient to resolve the dune stratigraphy. In contrast smaller targets require
much closer line spacing. For example, sets of cross-stratification 5m wide cannot
be resolved with GPR profiles spaced 10m apart. Thus if the target is 5m across,
the spacing between lines needs to be less than 5m and in order to avoid spatial
aliasing (where a target is not correctly resolved) the line spacing needs to be around
one-fourth of the extent of the sedimentary structures (Jol and Bristow, 2003).
In 3D surveys Grasmueck and Weger (2002) suggest that the line spacing should be
one-quarter of a wavelength of the signal in the ground to provide successful
imaging of submeter-scale sedimentary structures.

9.3.2. Step size

Step size is the distance between each point where a measurement is made along a
GPR profile. GPR equipment manufacturers usually suggest a minimum step size
for each antenna frequency, e.g. 0.25m for 100MHz and 0.1m for 200MHz
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antennas based upon the Nyquist sampling interval which is one-quarter of the
wavelength in the ground. Grasmueck and Weger (2002) found that a similar
relationship pertains to 3D surveys of sedimentary structures where a horizontal
grid-spacing approaching a quarter of a wavelength provides successful imaging of
submeter-scale sedimentary structures. In principle it is better to over-sample than
under-sample and follow the manufacturers’ instructions. A small step size is
required in order to avoid spatial aliasing which occurs when a subsurface feature
is under-sampled. Spatial aliasing in sediments is explained by Jol and Bristow
(2003) and illustrated with examples in Woodward et al. (2003).

9.3.3. Orientation

As well as designing with an appropriate line spacing it is important to consider the
line orientation. The most appropriate orientation for survey lines is parallel and
perpendicular to the sedimentary dip direction. Lines parallel to the dip direction
show the dip of foresets, the thickness of sets of cross-strata, and the dip of set-
bounding surfaces. Lines perpendicular to the sedimentary dip direction show the
width of sets of cross-strata and bounding surfaces. In practice, trough cross-strata
are curved and locally change orientation and dip direction. As a consequence the
dip of cross-strata seen on GPR profiles are commonly apparent dips rather than
true dips. Intersecting cross-lines or 3D surveys are required for the reconstruction
of the true dip angle and dip direction. In addition, dipping reflections need to be
corrected to restore the position of dipping reflectors using a migration package to
process the data. Migration has the effect of restoring apparent dips to their true dip.
This can be done manually using simple trigonometry. If the apparent dip on
the GPR profile is � then the actual dip � can be calculated using the equation
�= sin–1 (tan �) (Ulriksen, 1982).

9.3.4. Survey direction

Field experience has shown that images of sedimentary structures are improved if
the GPR survey is run in the up–dip direction. That is starting at the downwind
end and working up-wind. This is probably due to the orientation of the dipping
reflectors with respect to the positions of the transmitter and receiver.

9.3.5. Vertical resolution

Vertical resolution is generally considered to be around one-quarter of the wave-
length of the radar signal in the ground (Reynolds, 1997). Wavelength is a function
of both antenna frequency and the velocity of the radar signal through the ground.
A table of wavelengths for given antenna frequencies and typical velocities in wet,
damp and dry sands is included as Table 9.1. Low-frequency antennas (50MHz)
have longer wavelengths and higher frequency antennas (400MHz) have short
wavelengths. For a given frequency the wavelength is longer if the velocity is
high and shorter if the velocity is low (Table 9.1). Thus a high-frequency signal in a
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low-velocity medium has the shortest wavelength and highest resolution. while a
low-frequency signal in a high-velocity medium has the lowest resolution. For
example a 100-MHz transmitter has a pulse period of 10 ns and in sand saturated
with fresh waterwhere the velocity is 0.06mns–1 thewavelengthwill be 0.6m and the
resolutionwill be one quarter of thewavelength or 0.15m (0.6m� 0.25= 0.15m). In
a dry sand with a velocity of 0.15mns–1 the same 100MHz transmitter
produces a wavelength of 1.5m and the resolution will be 0.325m
(1.5m� 0.25= 0.325 m).

Resolution is important because it determines the ability of the radar to ‘‘see’’ or
image strata in sediments. Sets of cross-strata with a thickness close to the limits of
GPR resolution may be imaged as a reflection but the cross-strata within the bed
will not be imaged. Individual cross-strata may only be 1 cm thick and therefore
below the resolution of some high-frequency antennae (Table 9.1). However,
while individual foresets or laminae are beneath the radar resolution, sets of cross-
stratification are usually imaged so long as the bed of cross-stratified sand is thick
enough. For example, a GPR survey with 100MHz antennas across an aeolian sand
with a typical velocity of 0.15m ns–1 will have a wavelength of 1.5m and therefore a
resolution of 0.75–0.375m (between one-half to one-quarter of the wavelength).
A bed of cross-stratified sand 0.5m thick may be imaged as a subsurface reflection.
However, the cross-stratification within the bed is unlikely to be imaged because it is
below the resolution of the GPR. Thus a bed of cross-stratified sand can appear as a
single reflection without any cross-stratification which can lead to misinterpretation.

9.4. TOPOGRAPHY

Aeolian dunes are piles of sand built up by the wind in a variety of morphol-
ogies including barchan, transverse, linear, star, and parabolic forms. Active dunes
commonly have a steep lee-side slip face where sand is at the angle of repose,
around 32–34� (Allen, 1970). This presents two problems: firstly, physically

Table 9.1 Theoretical values for GPR resolution in typical wet, damp, and dry sands depend
on the wavelength of the GPR which is a function of the pulse length and the velocity. The
theoretical resolution is around one-quarter of the wavelength (Reynolds, 1997). The wave-
length is calculated using the following equation: l= v/f, where l is wavelength, v is velocity,
and f is frequency

Antenna
central
frequency
(MHz)

Theoretical
resolution saturated
sand (0.06m ns^1)

Theoretical
resolution damp
sand (0.1m ns^1)

Theoretical
resolution dry sand
(0.15m ns^1)

50 0.3m 0.5m 0.75m
100 0.15m 0.25m 0.375m
200 0.075m 0.125m 0.1875m
400 0.0375m 0.0625m 0.09375m

Modified from Jol and Bristow (2003)
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climbing a steep, unstable sand dune whilst collecting GPR data; secondly, the
GPR profiles across the dune need to be corrected for topography.

When collecting GPR profiles field experience shows that it is better to work up-
slope.There are two reasons or this. Firstly,workingup-slope on slip faces should give a
suitable antennae configuration with respect to the dipping foresets within the dune
(See Survey Direction above). Secondly, it is easier to hold location when working up-
slope.Working down an avalanche slopemight appear to be easier but usually results in
operator and equipment sliding down-slope, sometimes in an uncontrolled manner,
making it difficult to hold stationwhile collecting data.As a consequence, the geometry
between the antennae and the reflecting horizons can change during measurements
with a consequent decrease in data quality, the step size between measurements can be
variable, and the line may appear shorted than it really is.

9.4.1. Topographic surveys

Topographic data should be collected at the same time as, just before, or immedi-
ately after collection of GPR data. This is especially important on active dunes
where the topography can vary from one day to the next depending on dune
migration, and crest reversal in response to the wind. Temporary markers left in the
field to mark the location of surveys can be buried by wind-blown sand, blown
over, or create scour so it is not a good idea to leave marks in the field expecting to
be able to relocate them later. On dunes where there is a lot of relief, with frequent
breaks of slope, topographic measurements need to be closely spaced along the
profile. A spacing of measurements every 5m measured from a tape-measure laid
along the profile and at breaks of slope, points where the surface topography
changes abruptly, has been found to work well. It is worth noting that making
topographic measurements across a dune can take almost as long as collecting the
GPR data.

Four common methods for measuring surface topography in the field are: staff
and level, laser level, total station, DGPS. Staff and level is accurate but slow. The
main drawback is the need to move the level frequently across the varied relief on a
dune field where differences in elevation exceed the height of the staff. A laser level
is much faster than a staff and level and works well in areas with low relief but in
areas with high relief such as dune fields this method suffers from the same draw-
backs as staff and level. A total station is the preferred method because it is possible
to obtain elevations on steep inclines without having to relocate the instrument so
long as there is line of sight between the instrument and the target. However, on
long profiles across dune fields the total station may also need to be relocated and
requires foresight and backsight measurements between stations to ensure conti-
nuity within the topographic survey data. Differential global positioning systems
(DGPS) have high accuracy but unless running real-time kinematic (RTK) they
require additional processing. They can suffer from loss of lock if satellites disappear
over the horizon at the base of steep slopes or in hollows on dunes. DGPS is a fast
and cost-effective method for collecting topographic data across large areas with
irregular relief. However, total station is my preferred method because I know that
the data are safely stored in my notebook and require minimal post-processing.
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9.4.2. Topographic correction

Topographic correction can be performed by elevation static corrections that reposi-
tion the time zero in the vertical axis and adjust reflections in the vertical axis accord-
ingly. Elevation static corrections assume that the ray-path between reflectors and the
surface is perpendicular. This is the case when both the surface and the subsurface
stratigraphy is horizontal. However, in aeolian sands reflectors are usually inclinedwith
respect to the surface.Due to the spherical expansion of the signal the reflection returns
perpendicular to the reflector and not perpendicular to the surface. As a consequence,
the reflections will be offset both vertically and laterally. The standard procedure to
correct for this effect is to migrate the data so that dipping reflections are restored to the
correct dip, and then to apply the static correction for topography to restore the depth
to reflections beneath the surface. However, as explained by Lehmann and Green
(2000), these procedures do not take full account of the changes in geometry of
ray-paths between an undulating acquisition surface and an irregular subsurface
reflector. They describe an algorithm which allows GPR data to be migrated directly
fromgently or highly irregular acquisition surfaces. Lehmann andGreen (2000) suggest
that this correction should be appliedwhen the land surface slope exceeds 10% or 6�, as
is the case on sand dunes. On dunes there are many steep slopes and abrupt changes in
slope where the configuration of the antennae change which results in misrepresenta-
tion of subsurface reflectors. Topographic effects aremost pronounced at the dune crest
or at the brink of a slipface. Another problem at a steep dune crest is the presence of a
reflection from the interface between the dune and the air on the opposing face which
forms a reflection that could be mistaken for a dipping reflection within the dune.

9.4.3. Apparent dip

Inclined reflections on GPR profiles through sand dunes usually originate from
primary sedimentary structures within the dunes. The dip angle and dip direction of
the inclined reflections is essentially an apparent dip, because one cannot be
certain that the GPR profile is collected exactly perpendicular to the depositional
dip of the sedimentary structures. In order to determine the true dip angle and
direction requires either a 3D survey or a grid of intersecting profiles from which
the true dip can be reconstructed. Neal and Roberts (2001) used a grid with lines
spaced between 5 and 10m to reconstruct the dip angle and direction of aeolian
cross-strata using apparent dip from the intersecting profiles and a trigonometric
method (Simpson, 1968) to correct the apparent dips to dip angle and direction.

9.5. IMAGING SEDIMENTARY STRUCTURES AND DUNE

STRATIGRAPHY

Early investigations of dune structure by McKee (1966, 1979) used trenches to
expose the internal structure of sand dunes. This is clearly destructive and rarely possible
in the 21st century when there is much greater concern for the environment. In
addition, digging trenches through unconsolidated sand can be dangerous with a risk
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of being buried if the trench walls collapse. On the other hand, trenches allow direct
examinationof the dune structurewhereasGPRprofiles are effectively a formof remote
sensing. EarlyGPR surveys of sand dunes (Bristow et al., 1996) compared the results of a
GPR survey of dunes in the Liwa area of AbuDhabi with a trench section cut by a bull-
dozer to establish ground truth. They found inclined reflections that they interpreted as
cross-strata and bounding surfaces. Bristow et al. (1996) suggested that the reflections
were caused by the contracts in relative permittivity between dry and slightly damp sand
associated with changes in the grainsize in the cross-strata. Subsequently, van Dam et al.
(2002a, 2002b, 2003) conducted a series of tests to determine the causes of reflections in
sands including aeolian dune sands. Reflections on GPR profiles come from interfaces
where there is an abrupt change in the dielectric properties in the subsurface. Within
aeolian dune sands, van Dam and Schlager (2000), and van Dam et al. (2002a, 2002b,
2003) conducted a series of tests to determine the relative importance of iron, organic
matter and water content in producing changes in relative permittivity. Their results
indicate that water content is the most important factor affecting the electromagnetic
properties of sediments. Consequently, the ability of sediment to holdwater governs the
GPR reflections (van Dam, 2001). Within sand, water can be held within clay or
organic rich layers and fine-grained sand. Fine sands have smaller pore spaces and pore
throats than coarse sands and as a result more water can be held by capillary effects in the
unsaturated vadose zone above the ground water surface. Coarse sands with larger pore
spaces andhigher permeability aremore free draining anddonot retain somuchwater in
the unsaturated vadose zone. However, if coarse sands have a higher porosity than fine
sands then they will have a higher water content within the saturated zone beneath the
ground water surface. Changes in grainsize within aeolian sands are commonly asso-
ciated with primary sedimentary structures, and it is the associated changes in the water
content that is primarily responsible for the changes in relative permittivity that causes
reflections on GPR profiles across sand dunes. An intriguing issue is that the cross-strata
within sand dunes are a few millimeters or a few centimeters thick whereas the
wavelength of the GPR used to image these structures are usually decimetres
(Table 9.1), much greater than the thickness of the laminae or cross-strata within the
sand dunes. And yet, sets of cross-strata and bounding surfaces are imaged byGPR. The
apparent contradiction between the theoretical resolution and the practical results may
in part be explained by the spectrum of the signal produced by a GPR transmitter.
Although the central frequency is quoted as, say 100MHz, in practice the frequency has
a bandwidth including both higher and lower frequencies. The higher frequency
component of the signal will have a shorter wavelength and therefore can achieve
higher resolution than would be predicted from the central frequency. In addition,
constructive and destructive interference at the top and bottom of thin layers can
influence reflections (Hollender and Tillard 1998).

9.6. RADAR FACIES

A radar facies can be defined as a mappable, 3D sedimentary unit composed of
GPR reflections whose parameters differ from adjacent units (definitionmodified from
Mitchum (1977), by Jol and Bristow (2003)). Within aeolian sands different authors
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have identified a range of radar facies; vanOvermeeren (1998) identified combinations
of inclined, parallel continuous, and undulating reflections within aeolian dune sand.
The most common is inclined reflections from cross-strata (e.g. van Overmeeren,
1998), although inclined tangential reflections are also common (e.g. Bristow et al.,
2005). In vegetated dunes, hummocky discontinuous reflections, trough-shaped
reflections, and low-angle inclined reflections have been recognized (Clemmensen
et al., 1996, 2007; Bristowet al., 2000b),whereas vanHeteren et al. (1998) recognized a
so called bounding surface facieswhich is poorly defined ‘‘individual reflectionsmay dip
in either direction on any section, showing occasional bounding surfaces cf. Schenk
et al. (1993)’’ (van Heteren et al., 1998, p. 191), which they interpret as dune sands
including palaeosols. They also interpret reflection-free areas as homogenous dune sand
which is unusual because aeolian sands usually show inclined reflections from sets of
cross-stratification. Pedersen and Clemmensen (2005) recognized five different aeolian
radar facies, including: organic horizons, aeolian sand sheet strata, aeolian cross-strata,
blowout structures, and bounding surfaces. They also identified a reflection-free facies
which they interpreted as lake sand strata.Hugenholtz et al. (2007) recognize four radar
facies: high-angle planar, high-angle oblique tangential, horizontal subparallel, and
moderate to low-angle convex-up, which they relate directly to primary sedimentary
structures within a parabolic dune.

There are limitations to this approach because, firstly; radar facies are not unique
to a specific sedimentary structure (Jol and Bristow, 2003), and secondly; a 3D
object like a set of trough cross-strata can appear as a different-shaped reflection on
a GPR profile depending on orientation of the cross-strata and direction of the
GPR profile. Inclined reflections in the dip direction can be trough shaped
in the strike direction (see Figures 3, 5 and 6 in Bristow et al., 1996). This reinforces
the requirement that radar facies should be defined as 3D objects and not just 2D
reflection patterns as is commonly the case.

9.7. RADAR STRATIGRAPHY AND BOUNDING SURFACES

The concepts of radar stratigraphy were introduced by Beres and Haeni (1991)
and Jol and Smith (1991). The terms radar sequence and radar sequence boundary (were
introduced by Gawthorpe et al. (1993)) are based on the terminology developed for
seismic interpretation byMitchum et al., (1977). Radar stratigraphy is similar to seismic
stratigraphy but it is at a much higher resolution (10s of cm instead of 10s of m).
Following seismic stratigraphic interpretation principles, it is necessary to identify
reflection terminations to identify radar sequence (Gawthorpe et al., 1993). The
identification of reflection terminations is the basis for constructing a relative chronology
because reflections are regarded as isochronous surfaces (Vail et al., 1977), and termina-
tions or truncations of reflections represent breaks in time – chronostratigraphic gaps.
Successive radar sequences can be used to construct a relative chronology following the
laws of superposition and cross-cutting relations. This interpretation methodology has
been applied to radar profiles across dunes in the Namib Sand Sea (Figures 9.2 and 9.3)
resulting in a reconstruction of dune migration (Bristow et al., 2005).
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Figure 9.2 (a) GPR profile across the southern end of a linear dune in the Namib Sand Sea
shows inclined reflections and low-angle inclined reflections interpreted as sets of cross-strata
and reactivation surfaces. Net migration is from East toWest but a bi-modal wind regime
produced the reactivation/redefinition surfaces. (b) The truncation of reflections are picked as
radar sequence boundaries which indicate breaks in deposition and dune migration, (c) on the
basis of the cross cutting relationships a relative chronology for the dune deposits was
established (fromBristow et al., 2005).
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Figure 9.3 AWheeler diagram constructed on the basis of the stratigraphic interpretation of
the GPR profile in Figure 9.2 showing depositional packages bounded by erosion surfaces at
the radar sequence boundaries (fromBristow et al., 2005).
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9.8. AEOLIAN BOUNDING SURFACES

The cross-strata produced by a migrating dune are said to be simple if they do
not contain internal bounding surfaces, and compound if they do. Bounding
surfaces are erosional surfaces found within or between sets of cross-strata
(Kocurek, 1996, p. 133). Kocurek identified three different types of bounding
surfaces, interdune surfaces, superposition surfaces and reactivation or redefinition
surfaces. These are discussed below.

9.8.1. Reactivation surfaces

The reactivation or redefinition surfaces are formed if the lee face of a dune is
eroded as a result of changes in dune morphology in response to fluctuations in
wind direction or wind velocity. These surfaces are very common in dunes because
natural winds are almost never steady, continuous and unidirectional. On GPR
profiles reactivation or redefinition surfaces appear as angular discordances between
dipping reflections where reflections are truncated by or downlapped by an over-
lying dipping reflection (see Figure 9.2).

9.8.2. Superposition surfaces

Superposition surfaces form by migration of dunes superimposed on a larger bed-
form, for example transverse dunes superimposed on the flanks of linear dunes in
the Namib Sand Sea (Figure 9.4).
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Figure 9.4 A 3D data cube from the flanks of a linear dune in the Namib Sand Sea where
transverse dunes migrate along the flank of a linear dune. The low-angle bounding surfaces
between sets of cross-strata are superposition surfaces. In the right side image the data cube has
been sliced at a depth of 8m revealing the curved trough cross-strata formed by the
superimposed dune.The superposition surface is picked out by dashedwhite lines.

Ground Penetrating Radar in Aeolian Dune Sands 285



9.8.3. Interdune surfaces

Interdune surfaces are formed in the trough between migrating dunes. They
originate with erosion on the stoss slope and progress to the depth of the scour
defined by the interdune trough (Kocurek, 1996). Interdune surfaces are down-
lapped by the strata from overlying dunes and interdune surfaces can be associated
with interdune deposits including inland sabkha sediments, or fluvial sediments
deposited in interdune areas. Their preservation is usually associated with changes
in the water table which controls the depth of scour in interdune areas. On GPR
profiles, interdune surfaces should appear as continuous sub-horizontal reflections
that are downlapped by overlying reflections from sets of cross-strata. The inter-
dune surfaces should also truncate underlying dipping reflections. The example
shown in Figure 9.5 is from the Jurassic Navajo Sandstone. In this case large
transverse dunes migrated across wet interdune surfaces.

Identification of the type of bounding surface in the field is not a trivial exercise
(Kocurek, 1996), and the same applies to the interpretation of bounding surfaces on
GPR profiles. Although, as a general rule, reactivation surfaces can be distinguished
from superposition surfaces because the former are sub-parallel to the foresets,
whereas the latter have a different mean dip direction between the bounding
surfaces and the foresets as shown in computer simulation models of Rubin
(1987). Identifying a change in dip direction can be readily identified on a 3D
survey (Figure 9.6) but will not be possible on a 2D profile.

Figure 9.5 Outcrop photograph of the Navajo Sandstone, a Jurassic aeolian sandstone at Zion
Canyon National Park, Utah, USA. The outcrop shows sets of cross-stratified sandstone
separated by horizontal layers that were deposited on wet interdune surfaces. Figure 9.6 shows
a GPRprofile of the same section for comparison.

286 Charlie Bristow



Figure 9.6 Comparison between a GPR profile collected with 25MHz antennas (left) and a measured section through the
Jurassic Navajo Sandstone outcrop illustrated in Figure 9.5. In this example, the uppermost set of cross strata is too thin to be
resolved by the relatively long wavelength of the 25MHz antennas.
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9.9. DUNE AGE AND MIGRATION

GPR images of stratification within dunes include sets of cross-strata and their
bounding surfaces. Sets of cross-stratification record phases of deposition while
bounding surfaces are largely because of erosion (Kocurek, 1996). Between them
they record changes in dune morphology and migration. Reflection terminations at
bounding surfaces and cross-cutting relationships between radar reflections can be
used to generate a relative chronology (Bristow et al., 2005). The relative chron-
ology can be used to select sample points for dating. One of the best techniques for
dating aeolian sand is optical dating (see Duller (2004) for reviews). OSL measure-
ments of quartz grains extracted from sand dunes, combined with measurements of
the annual dose rate, yield the time since sediment was last exposed to daylight. In
most dunes this equates to the time since the sand was deposited on the surface of
the dune. OSL signals can be obtained from even very young samples, allowing
rates of deposition to be determined over periods from decades to millennia (e.g.
Bailey et al., 2001). Previous work on linear dunes from Namibia (Bristow et al.,
2005, 2007a) has demonstrated that the method has the resolution and the accuracy
required to provide an absolute chronology for the structures imaged by GPR.
Alternatively, organic rich layers within dune sands can be dated using radiocarbon
dating, and this has been used successfully to date soil horizons within coastal dunes
(e.g. Clemmensen et al., 1996, 2001; Pedersen and Clemmensen, 2005).

By combining GPR profiles with OSL dating it is possible to constrain the time
of deposition and thus the age of the dune sand. Determining the age of either end
of a dune by OSL can be used to derive an end-point migration rate. More detailed
chronology of dune evolution can be derived by selecting samples from either side
of an erosional bounding surface defined by the relative chronology from GPR
profiles within a dune (Bristow et al., 2005). Alternatively, sampling from sets of
cross-strata can be used to identify the timing of deposition and dune migration.
Using his approach it is possible to achieve a chronology of dune migration and
evolution. Bailey et al. (2001) used GPR to define the relative chronology of
coastal dune sands at Aberffraw in north Wales and then dated the phases of aeolian
dune deposition using OSL. Bristow et al. (2007a) used GPR to define the relative
chronology of dune evolution from bounding surfaces on GPR profiles, which,
used in combination with optical dating were used to deduce the aeolian dune
response to climate change in the Namib Sand Sea. Sample points for OSL dating
were selected on the basis of the GPR profile to constrain the chronology of dune
migration and accumulation.

9.10. STRATIGRAPHIC ANALYSIS

In dry desert environments dunes can migrate across a surface leaving little
record of their passage (Kocurek, 1999). The preservation of aeolian dune strati-
graphy generally requires some special circumstances, usually a rising water table,
because of either a marine transgression on a coastal plain or an increased humidity
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within a continental basin (Kocurek and Havholm, 1993). A rising water table helps
to stabilize the dune sediments so that they are not reworked and eroded by the
wind. For example, if migrating dunes encounter standing bodies of water at the
downwind end of their path their migration is halted and sand accumulates along
the edge of the lake basin. The migration of dunes into a lake has been used by
Bailey et al. (2001) to investigate the timing of dune activity in a coastal dune field
at Aberffraw in Anglesey. In the examples studied by Bailey et al. (2001) GPR was
used to determine the dune stratigraphy with auger samples used to collect sand
samples for OSL dating which shows that the dune sands had accumulated within
the past 700 years.

In South Africa, Botha et al. (2003) collected GPR profiles across a coastal plain
dominated by vegetated dunes in order to assess the depositional history of pedo-
genically altered aeolian dune sands. They found stacked aeolian sand strata sepa-
rated by bounding surfaces indicating polyphase vertical accretion on some
parabolic dunes. Buried sand units identified on the GPR profiles were sampled
using hand augers for infrared-stimulated luminescence dating. The results indicate
that some dunes were stabilized around 6–7 thousand years ago, whereas others
were active 15–11 thousand years ago, and the oldest dune sand sampled gave an
age of 35.8 ka, suggesting intermittent and localized aeolian activity through the
Late Pleistocene and Holocene.

In North America, Loope et al. (2004) used GPR to investigate the Late
Quaternary and Holocene fill of a valley on the southern shores of Lake Superior.
The GPR profiles imaged a buried valley with buried soil horizons overlain by
aeolian sands which were interpreted to have impounded a lake. Stratigraphic
analysis of the GPR profiles combined with radiocarbon dating of organic rich
soil horizons and luminescence (OSL) dating of the aeolian sands reveals the
chronology of dune building and drowned forests around the dune dammed lake.

A study of linear dunes in Australia by Bristow et al. (2007b) showed poor
resolution of sedimentary structures and only 5m depth of penetration on GPR
profiles. The low penetration and poor resolution of sedimentary structures is attrib-
uted to the high mud content of the dunes and pedogenic modification of the dunes.
However, palaeosol horizons were identified and these helped to constrain phases of
dune accumulation.Results of thermoluminescence dating of the dune sands show that
the linear dunes are locally up to 23.7+ 1.9 ka, and that the linear dunes have extended
by up to 3000m within the last 10 000 years (Bristow et al., 2007b).

An extensive GPR survey in the form of a loose grid was used by Pedersen and
Clemmensen (2005) to map the stratigraphy within coastal dunes at Thy in
Denmark. They identified packages of aeolian dune sand separated by organic
rich horizons that form continuous, medium- to high-amplitude sub-horizontal
reflections. Mapping the depth, thickness and extent of these horizons, Pedersen
and Clemmensen (2005) were able to produce isopach maps of sediment thickness
and reconstruct the palaeotopography. Radiocarbon dating of the organic rich
horizons allowed Pedersen and Clemmensen (2005) to reconstruct the dune field
evolution over the past 4000 years. More recently, Clemmensen et al. (2007) used
GPR and dating to investigate dune mobility in response to storminess and
deforestation on the island of Anholt, Denmark.
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In Washington and Oregon on the Pacific coast of North America GPR
profiling of beach retreat scarps and corresponding OSL and radio carbon dating
of the beach deposit shells and drift wood has been used to correlate shoreline
response to earthquakes (Peterson et al. 2008).

9.11. ANCIENT AEOLIAN SANDSTONES

There are very few published examples of GPR profiles through ancient
aeolian sandstones. The Jurassic, Navajo Sandstone at Zion Canyon National
Park has been surveyed by Jol et al. (2003). Their results show sets of inclined
reflections separated by continuous horizontal reflections (Figure 9.6). The inclined
reflections are interpreted as reflections from cross-stratified sandstones, and the
horizontal reflections are interpreted as interdune deposits. The depth of penetra-
tion and resolution of different frequency antennae have been tested on this out-
crop (Jol et al., 2003). Comparison against a measured stratigraphic section for the
outcrop (Figure 9.6) shows excellent resolution of ancient aeolian sedimentary
structures and stratigraphy at depths of up to 30m.

9.12. THREE-DIMENSIONAL IMAGES

GPR is ideally suited for making 3D images of the shallow subsurface with
the rapid acquisition of high-resolution digital data. Three-dimensional interpre-
tations of aeolian sands have been gained from grids of 2D profiles, e.g. Bristow
et al. (1996), van Dam (2002), Pedersen and Clemmensen (2005). Bristow et al.
(1996) used a grid of GPR profiles spaced at 10m intervals to image sets of cross-
strata and bounding surfaces in the Liwa dunes of Abu Dhabi. van Dam (2002)
used an 8-m grid and interpolated between the lines to make a 3D interpretation
of the stratigraphy of a river dune in Holland. Pedersen and Clemmensen (2005)
used stratigraphic picks on continuous reflections from organic rich horizons
within the coastal sand dunes at Thy in Denmark, and interpolation to produce
isopach maps and topographic subsurface maps of the dune stratigraphy. These
three papers (Bristow et al., 1996; van Dam, 2002; Pedersen and Clemmensen,
2005) all use grids of GPR data to make 3D reconstructions. True 3D data sets
should be collected with equal spacing along and between the GPR profiles.
Collecting such data sets is time consuming but can produce exceptional visua-
lization of the shallow subsurface. A 3D image of cross-strata in the Jurassic
Navajo Sandstone is featured on the front cover of the GPR in Sediments book
edited by Bristow and Jol (2003). Bristow et al. (2007a) collected 3D data
cuboids on the flanks of a linear dune in Namibia and a similar data set is
shown in Figure 9.4 with sets of cross-strata separated by bounding surfaces
interpreted as superposition surfaces. The faces of the cuboid show the apparent
dip of the cross-strata whereas the horizontal slice through the cuboid reveals the
true dip direction of the foresets.
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9.13. PEDOGENIC ALTERATION AND EARLY DIAGENESIS

Aeolian dune sands are usually composed of well-sorted, quartz arenites which
have low conductivity and low magnetic permeability allowing good depths of
penetration (low attenuation). GPR can also achieve good depths of penetration and
resolution in carbonate sands, andGPRprofiles across carbonate dune sands showgood
results (Figure 9.7). Problems occur on older aeolian sandstones as a result of early
diagenesis, especially dissolution and precipitation of carbonates which alters the
primary depositional texture and can lead to the formation of calcretes. Calcretes, or
caliches, can cause high-amplitude reflections inGPRprofiles.When calcrete horizons
occur at or near the surface they can significantly reduce the depth of penetration. Lack
of GPR penetration of aeolian sands in the Lander Sandhills has been attributed to
pedogenic silt, clay, carbonates and iron oxides (Havholm et al., 2004).

Clay minerals can be incorporated into dune sands either by infiltration of
aeolian dust, or illuviation, or from sand-sized clay pellets blown into dunes at
the time of formation, or diagenetic alteration of labile minerals. Some dunes in the
Simpson Desert, central Australia, have clay contents up to 35%. GPR surveys
across these dunes show limited depths of penetration to around 5 m, and little or
no resolution of cross-strata (Bristow et al., 2007b). The lack of penetration is
attributed to the high clay content of the sands. The lack of cross-strata is attributed
to pedogenic alteration, especially the destruction of primary depositional structures
by burrowing insects including ants and termites. Another source of biological
disturbance is from plant roots. However, vegetation on desert dunes is usually
sparse and vegetated coastal dunes do not appear to be significantly altered by roots
(e.g. Bristow et al., 2000, Havholm et al., 2004), but soils and palaeosols in dune
sands can be imaged on GPR profiles (e.g. Bristow et al., 2007).

9.13.1. Evaporites

Some desert dunes around playa lakes contain evaporite minerals such as gypsum,
e.g., sand dunes around Chott Djerid in Tunisia and White Sands National
Monument in New Mexico. The presence of gypsum (CaSO4 2H2O) within a
dune sand should not make much difference to the performance of GPR, although
this remains to be tested. However, gypsum dunes and siliciclastic dunes around
evaporite basins can include salt-crusts and evaporite minerals in solution. The
electrolytes increase conductivity, attenuate the GPR signal, and reduce the depth
of penetration. Saline groundwaters in coastal areas have a similar effect. However,
some sensitivity to salt water makes GPR a useful tool for imaging subsurface
saltwater intrusions in coastal sand dune aquifers (Peterson et al., 2007).

9.13.2. Environmental noise

High-frequency electromagnetic waves from communications equipment produces
high-frequency noise on GPR profiles. Even desert areas are not free from high-
frequency interference which can be directional, stronger on one side of a dune and
weaker on the other. This noise usually increases toward the crest of a dune and in some
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Figure 9.7 Interpreted GPR profile across a vegetated coastal foredune ridge at Guichen Bay
in South Australia (from Bristow and Pucillo, 2006). The profile shows examples of radar
facies analysis using reflection patterns to distinguish between foreslope accretion (seaward
dipping reflections) and rearslope accretion (landward dipping reflections) within the
foredune ridge. Beneath the dune sediments the water table forms a continuous high-
amplitude sub-horizontal reflection that cuts across the inclined reflections from sedimentary
structures. Another feature of this profile is a multiple reflection from the water table giving a
mirror image of the surface topography beneath thewater table.



cases it can be extreme. High-frequency noise can be reduced by the use of filters to
remove the high-frequency signal, averaging down the trace and resampling the trace.

9.13.3. Diffractions

Buried objects with a strong contrast in dielectric properties, or voids in sediments,
can produce diffraction hyperbolae. These hyperbolae are useful for the recognition
of buried objects such as sub-surface pipes or other utilities. They can also be used
to calculate the velocity of radar waves using curve matching. Diffraction hyper-
bolae can also come from objects above ground such as trees or fences.

Diffraction hyperbolae can be collapsed by migration. However, care has to be
taken in applying migration because it can introduce artifacts especially where there
are changes in velocity. Performing migration with an airwave velocity to collapse
hyperbolae from trees will overmigrate other reflections producing U shaped
‘‘smiles’’ that could be mistaken for trough cross-strata.

9.13.4. The water table

The water-table forms a high-amplitude, continuous, sub-horizontal reflection on
many GPR profiles because there is a big contrast in relative permittivity between the
dry sand above the water table and the saturated sand beneath the water table (Figure
9.7). There is also a change in velocity between dry, damp and saturated sand, with
typical velocities for dry sand 0.15m ns–1, slightly damp sand 0.12m ns–1, and
saturated sand 0.06m ns–1. The change in velocity at the water table is important
because the time/depth scale has to be adjusted. The lower velocities beneath the
water table means that the depth scale is expanded. In addition, the resolution increases
beneath the water table because the wavelength decreases at a lower velocity. The
reflection that appears to be the water table on some GPR profiles can come from the
top of the capillary fringe above the saturated zone. This is because the contrast in
relative permittivity between dry to slightly damp sand is greater than the change in
relative permittivity from damp to saturated sand. In an investigation of the ground
water surface beneath coastal dunes Peterson et al. (2007) found that they could image
the phreatic ground water surface with lower frequency antennas (50–100MHz),
whereas higher frequency antennas produce reflections from the capillary fringe.

Many desert dunes are well above the water table but still hold small amounts of
water by capillary pressure. This water is crucial in causing the changes in dielectric
properties that produce reflections on GPR profiles through dune sands. A gradual
increase in water content with depth will result in a gradual reduction in the GPR
velocity with depth. As a result, buried objects may not be as deep as they appear on
the GPR profile if a single velocity for dry sand is used on the depth scale.

9.13.5. Multiples

Multiples are produced when the transmitted signal is reflected back and forth
between the surface and a reflecting horizon giving the impression of two or more
reflections. The example shown in Figure 9.7 includes a horizontal, high-amplitude
reflection from the water table with a dipping reflection beneath the water table
that is a mirror image of the surface topography. This dipping reflection is a
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multiple. The presence of multiples, either as repeated horizontal reflections or
dipping reflections like those shown in Figure 9.7 have to be considered during
interpretation.

9.14. CONCLUSIONS

Dune sands are suitable targets for GPR surveys because they are usually have
low conductivity and low-magnetic permeability allowing good depths of penetra-
tion (low attenuation). They commonly contain sets of cross-strata which are readily
imaged byGPR.The reflections are due to changes inmoisture content between fine
and coarse-grained laminae. The fine-grained laminae hold more water than the
coarse-grained laminae because of capillary effects. This effect can be seen in trenched
sections where fine sands which are slightly damp are more competent than the
coarser laminae. Other changes in composition such as organic content, iron, or
heavy mineral lags are usually less significant than changes in moisture. GPR can be
used to investigate the stratigraphy of aeolian sands anddevelop a relative chronologyof
dune deposits which can then be dated using OSL. The combination of GPR and
luminescence dating can be used to investigate rates of dunemigration and longer term
controls on coastal and desert dune stratigraphy and the effects of forcing mechanisms
such as climate change (Bristow et al., 2007a) and the effects of deforestation and
increased storminess (Clemmensen et al., 2007). Depths of penetration can be on the
order of 20–40mwith resolution less than 1m. No other geophysical technique offers
the same high-resolution profiles for subsurface investigation of sand body geometry
and sedimentary structures.
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10.1. INTRODUCTION

Depositional coastal landforms, in both marine and lacustrine settings, contain
various accretionary and erosional elements that are created through the interaction of
wind, wave, tidal, riverine, and/or other geologic processes. These regions are char-
acterized by beaches, dunes, barriers, deltas, strandplains, backbarrier marshes, lagoons,
and tidal flats. In extreme climates, such as along the Arctic coast, features are influenced
by ice processes such as the patterned ground and ice-push barriers. In equatorial
regions, geochemical processes often dominate sedimentation processes forming depos-
its such as oolite shoals, beachrock, and sabkhas. The resulting sedimentary packages
represent a range of facies, which depend upon the sediment source and the environ-
ment of deposition. The facies assemblage comprising coastal deposits consists of stacked
sedimentary sequences (packages) that differ in lithology, geometry, sedimentary struc-
tures, and bounding surfaces due to varying physical, biological, and chemical processes
that operate under different climatic and sea level conditions, energy regimes, sediment
supplies, and basement controls. For example, a transgressive barrier sequence may
overlie differentmainland sedimentary deposits including riverine, estuarine, aeolian, or
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other sediments. The transgressive barrier lithosome consists of amalgamated washover,
beach, and aeolian deposits, which may be interlayered with lagoon, tidal inlet fill, and
flood–tidal delta sediments.Due to the similarity in sedimentologic character ofmany of
these facies, a simple coring study yielding grain size data, sedimentary structures, and
other small-scale sedimentary characteristics may be insufficient to identify a transgres-
sive barrier deposit or to distinguish individual facies within the barrier lithosome.

Traditional methods for obtaining sedimentologic and stratigraphic information
such as coring programs, logging exposures, and surface morphology mapping are
rarely capable of capturing the complexity of coastal sedimentary deposits or ascer-
taining the extent of a particular lithosome. In response to this problem, ground
penetrating radar (GPR), a high-resolution geophysical technique, has increasingly
been used during the past two decades to study coastal systems (Figure 10.1). Ground
penetrating radar helps visualize the subsurface geology and produces an image of the
major erosional and depositional surfaces (Figure 10.2). This noninvasive geophysical
survey technique allows for the rapid mapping of lithofacies and is an effective tool
for planning a coring program to ground-truth the sedimentary surfaces that corre-
spond to the GPR reflections (Bristow and Jol, 2003; Baker and Jol, 2007).

The primary objective of this chapter is to provide an overview of how GPR
has been used along coasts in both marine and lacustrine settings. In addition,
examples will be provided from various coastal depositional environments to
demonstrate that GPR is an effective tool for the investigation of subsurface features
and stratigraphy in coastal settings that exhibit different sediment compositions

Bottom
interface

Reflected
EM waves

200 MHz
Antenna

Survey
wheel

Control
unit

(a)

Layer
resolved

Penetration

YesNo

λ > ΔD λ < ΔD

λ

λ

Top
interface

ΔD

A,a
B,b

A + B = C a + b = cGround surface
Antenna

Low-frequency
antenna

High-frequency
antenna

Control
unit

(b)

Figure 10.1 (A) Main components of the geophysical survey systems inc. SIR-2000 ground
penetrating radar (GPR) with a 200-MHz monostatic antenna (photo courtesy: James
O’Connell). (B) Resolution and penetration depth of the low- and high-frequency GPR
antennae. Low-frequency wave (A) defines the top interface, but the distance between the
interfaces (DD) is less than the wavelength (B). The relatively long wavelength (l) of the
resulting electromagnetic signal (C) will not resolve both interfaces. A high-frequency EM
wave defines both the top (a) and bottom (b) interfaces.The resulting wave (c) is shorter than
the distance between the two interfaces. The penetration depth in this case, however, is less
than that with a low-frequency antenna (modified after Conyers and Goodman,1997).
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(sand, shell fragments, gravel/boulder, and organic). Note that aeolian environ-
ments are discussed in a separate chapter of this volume and only partly treated
herein.

10.2. METHODOLOGY

Ground penetrating radar profiles are similar in appearance to seismic-reflection
profiles, except that GPR data are acquired using transient electromagnetic (EM)
energy reflection instead of acoustic energy and thus provide greater resolution.
A short pulse of high-frequency EM energy (�10–1000MHz) is transmitted into the
ground. When the signal encounters a contrast in material properties, some of the
energy is reflected back to the surface due to a change in the bulk electrical properties of
different subsurface lithologies (see Figure 10.1). The interface between these two layers
may be characterized by bedrock contact, organic-rich sediments, groundwater table,
and changes in sediment grain size, mineralogy, and packing (Davis and Annan, 1989).
A change in the dielectric constant (relative permittivity) of the sediment also affects the
rate of attenuation of energy passing through the ground. The resolution and the
penetration depth in most coastal environments are based on the frequency and pulser
voltage of the initial GPR signal and the material properties it travels through. Resolu-
tion ranges from subdecimeter to greater than a meter and depths range from less than a
meter to tens of meters (Davis and Annan, 1989; Jol, 1995; Smith and Jol, 1995).

The best survey results are obtained using a network of intersecting transects that
capture the extent and variability of GPR reflections. One significant limitation of
the GPR system setup is penetration depth and resolution. Both of these attributes

5
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Figure 10.2 A shore-parallel ground penetrating radar (GPR) profile over a berm, Myrtle
Beach, South Carolina, USA.The record shows a buried channel fill over lithified Pleistocene
beach rock, which can be resolved due to its high dielectric contrast. The subhorizontal
reflections at the top are typical of shore-parallel (strike) sections along the upper beach (these
reflections dip seaward in a shore-normal section). Due to presence of fresh groundwater, it is
sometimes possible to collect GPR images of the shallow subsurface just above the mean high
tide elevation. Unless otherwise noted, all records were collected using a digital GSSI SIR-
2000 systemwith a 200-MHz monostatic antenna [d ^ approximate depth (m) based on coring
data or empirical EMvelocities; t ^ two-way travel time in nanoseconds (ns)].
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depend on the choice of the antennae, which is governed by the research objectives
(Jol, 1995; Smith and Jol, 1995). High-frequency antennae (500–1000MHz) are
smaller in size and provide high resolution at the expense of relatively limited
penetration. Antennae with frequency range of 12.5–50MHz have poor resolution
but allow for a maximum probable penetration of 45–65m (Smith and Jol, 1995).
The most common antennae frequencies used in coastal stratigraphic research are 100
and 120MHz, which allow a good penetration depth (�10–20 m; deeper in
unsaturated sequences), while still providing high-resolution images. Data collected
in coastal settings are commonly collected using either step mode or continuous
mode. In step mode, the transmitter and the receiver are placed on the ground, and
after the reading is obtained, it is moved to the next location. For imaging detailed
stratigraphy in coastal sedimentary environments, a step mode is most often preferred
(Jol and Bristow, 2003; Jol et al., 2006). Continuous mode involves the unidirec-
tional movement of both transmitter and receiver (or a single transceiver) antennae,
which are dragged across the study site providing rapid collection of continuous
traces over large areas. On relatively smooth substrates, the antennae are often used in
conjunction with an odometer wheel, which triggers the start and termination of a
recording and provides consistent distance marks. This method has been shown to be
an effective means for collecting subsurface data, particularly during reconnaissance
surveys. Neal and Roberts (2000) and Jol and Bristow (2003) provide a background
on GPR system setup, survey design, and basic processing within coastal sedimentary
systems.

Whenever GPR profiles are collected in areas having relief, detailed topographic
surveys should be conducted and applied to the datasets. This need arises from the fact
that the ground surface on the time-record output is represented as a horizontal surface.
For example, on a profile taken over a coastal dune, the dune surface will be depicted
as a horizontal reflection and the (sub-) horizontal layers of the underlying sequence
(e.g., water table, dune/beach contact, washover deposit, and peat horizon) will appear
as concave-upward reflections (i.e., the mirror images of dune topography). The latter
can be misinterpreted as shallow paleochannels if no topographic measurements or
notes were made. Commonly, in areas where surface relief exceeds vertical resolution
of the GPRorwhere detailedmeasurements of dip angles are required, it is necessary to
collect topographic data for the proper surface normalization.

Radar stratigraphic analysis provides the framework for assessing both lateral
and vertical geometries and the stratification of coastal deposits (Beres and Haeni,
1991; Jol and Smith, 1991; Gawthorpe et al., 1993; Huggenberger, 1993). The
analysis is based on well-developed principles of seismic stratigraphy (e.g., geometry
of bounding surfaces, internal reflections; Mitchum et al., 1977) and provides a
systematic methodology to objectively describe and interpret GPR reflection
profiles for geologic applications. The development of radar stratigraphic analysis
has allowed for the delineation and mapping of genetically related stratigraphic units
within sedimentary deposits (van Heteren et al., 1998). In addition to stratigraphic
applications, recent studies demonstrate the use of reflection geometry as a sea level
indicator (e.g., upper contacts between oblique beach/shoreface and dune reflec-
tions; van Heteren and van de Plassche, 1997; van Heteren et al., 2000; Rodriguez
and Meyer, 2006; Storms and Kroonenberg, 2007).
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Widely spaced lines that intersect over coastal features tie transects together
so that fence diagrams can be constructed. Fence diagrams allow associated facies to
be mapped over a broad distances. For smaller areas (e.g., 25m� 25 m), a grid of
closely spaced, parallel lines (and cross lines) are collected. A 3D image, or cube,
constructed from high-resolution GPR datasets (often 2D lines) can provide a
unique representation of the subsurface. Such 3D images have been utilized in
interpreting various geomorphic environments, including marine and lacustrine coastal
features (Smith and Jol, 1992a, 1922b; Jol et al., 1994; Beres et al., 1995; Jol et al., 1996a,
1996b, 2002; Grasmueck and Weger, 2002; Grasmueck et al., 2004, 2005). The
processing and display of these 3D datasets require additional software packages but
results can provide a detailed 3D image of the subsurface from which one can view the
data from any angle, plan view (time slices), or individual reflections. These visualiza-
tions often lead to a better understanding of sedimentary deposits and the relationships
among facies (e.g., Daniels et al., 1988; Beres et al., 1995; Olsen and Andreasen, 1995;
Thompson et al., 1995).

10.3. GROUND PENETRATING RADAR STRENGTHS IN COASTAL
ENVIRONMENTS

Ground penetrating radar is well suited for investigating coastal landforms due to
the well-developed GPR reflections that are produced within coastal deposits. Sedi-
ments comprising these environments are formed by various depositional processes
and possess a range of grain sizes and mineralogies. Among other factors, strong GPR
reflections are produced from abrupt changes in grain size/mineralogy that are
commonly found in storm deposits, washovers, and channel fill sequences. Coastal
settings are also regions where shell, heavy minerals, and mica are common (Jol et al.,
1996a). High concentrations of heavy minerals (e.g., magnetite, ilmenite, garnet,
tourmaline, and other minerals with densities exceeding 2.9 g cm–3) that form as
storm-lag deposits (or erosional remnants/scarps) on beaches often produce prominent
reflections on GPR records (Topp et al., 1980; Meyers et al., 1996; van Heteren et al.,
1998; Smith et al., 1999). With the exception of areas dominated by thick glaciolacus-
trine or glaciomarine clays, GPRworks particularly well along paraglacial coasts due to
the highly variable sediments that occur in these regions. These deposits commonly
consist of intercalated layers of sand and gravel and are ideal for imaging using GPR
(Smith and Jol, 1997). In these environments, GPR surveying is likely to be most
successful where ground conductivities and resulting attenuation are low, thus allow-
ing significant penetration of the GPR signal. Consequently, coastal deposits domi-
nated by sands, gravels, and peats that are either unsaturated or below a fresh
groundwater table are likely to be the most amenable to GPR reflection profiling.

Georadar (GPR) can be used to infer stratigraphic trends such as directions of
progradation and/or aggradation, delineation of sedimentary facies, and assessment
of depth to the freshwater–brackish water interface in shallow freshwater condi-
tions. For example, internal structure of most coastal systems of sand, broken shell
fragments, and/or gravel–boulder often shows either shore-parallel horizontal
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reflections or seaward-dipping reflections of paleobeach surfaces ranging from 1� to
26�. The original beachface slope is a function of incident wave energy, as well as
grain size of sediments (1–2� in fine sand, 3–7� in medium-coarse sand to granules
of broken shells, and up to 26� in gravel/boulders). Some coastal environments are
dominated by peat deposits. Since these organic deposits are electrically resistive,
GPR is a good tool for imaging their thickness and lateral extent as well as the
coastal deposits below (Jol and Smith, 1991, 1995; Mellett, 1995).

In general, unless the subsurface sediments of a study site are well known, ground
truthing (e.g., sediment cores) should be conducted to confirm the major reflections.
In turn, the GPR images of dipping subsurface horizons (e.g., sloping bedrock surface
and tidal inlet channel) may be used to maximize the coring effort by planning a core
site in the area where the depth to a target reflection is minimal and can provide a
detailed stratigraphic context for the core’s interpretation.

10.4. GROUND PENETRATING RADAR LIMITATIONS IN COASTAL
ENVIRONMENTS

Ground penetrating radar does not work well in fine-grained (silt and clay)
and saline/brackish coastal environments. These electrically conductive deposits
result in signal dissipation and loss. As a result, sections of many profiles extending
below the high tidewater line on either ocean-facing beach or landward margin of a
barrier, along with deeper profile sections affected by saltwater intrusion, are often
reflection-free (van Heteren et al., 1998). However, for delineating the freshwater–
brackish water contact, GPR becomes an excellent mapping tool (Figure 10.3).
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Figure 10.3 An example of signal attenuation by shallow saltwater.The shore-perpendicular
ground penetrating radar (GPR) profile was collected across the beach at the head of Waquoit
Bay, Massachusetts. Note that even though saltwater may penetrate only the outwash deposits
as a narrow tongue, it attenuates the EM signal over the entire depth range. The landward
extent of saltwater intrusion is delineated by the sharp vertical contact and appearance of the
full record on the left side of the image.
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In some cases, running a GPR survey following a freshet and/or a major rainstorm
allows for a better opportunity to collect GPR data in these problematic settings.
Along many marine settings, the barrier is wide enough so that the groundwater is
fresh and thus most of the stratigraphy can be imaged by GPR without attenuation.
Similarly, attenuation due to thick, fine-grained deposits can be used for mapping
the extent of the offshore or backbarrier facies (e.g., intervening paleolagoonal
deposits within sand-dominated, prograded strandplains; Buynevich et al., 2005).

In some cases, lithological anomalies that contain high concentrations of heavy
minerals, as well as thick, iron-stained horizons (e.g., soils), may have high-enough
magnetic permeability values such that they attenuate the magnetic portion of the
EM signal and preclude or reduce penetration (Topp et al., 1980). Similar problems
can occur when postdepositional processes (i.e., caliches, cementation) change the
dielectric properties within the sediments. As discussed above and illustrated below,
many lithological causes of signal attenuation can be useful in other aspects of
research where such anomalies have geologic significance.

10.5. GROUND PENETRATING RADAR STUDIES IN COASTAL
ENVIRONMENTS

Initial GPR investigations into coastal environments were first conducted in the
mid-to-late 1980s by Ulriksen (1982), Leatherman (1987), and Truman et al. (1988),
with subsequent studies in the early 1990s confirming its potential (Baker, 1991; Jol
and Smith, 1991; FitzGerald et al., 1992; Jol and Smith, 1992; Smith and Jol, 1992a;
Jol, 1993; Bristow et al., 1995a, 1995b; van Overmeeren, 1998). Based on published
studies, much of the coastal GPR research has concentrated in North America and
northern Europe, with fewer studies outside these regions. Neal and Roberts (2000)
noted that since this research is published in both the geologic and geophysical
literature, it is often difficult for the nonspecialist to find publications that aid in
determining whether GPR will provide the desired information at a particular coastal
study site or how to properly interpret the collected datasets. This may be one of the
reasons why there have been a relatively limited number of published coastal GPR
studies, although the numbers have increased substantially in recent years.

10.6. EXAMPLES OF GROUND PENETRATING RADAR IMAGES

FROM COASTAL ENVIRONMENTS

The application of GPR to coastal stratigraphic, geomorphic, and environ-
mental problems has shown many positive results (Leatherman, 1987; Beres and
Haeni, 1991; Jol and Smith, 1991; FitzGerald et al., 1992; Smith and Jol, 1992b;
Barnhardt et al., 2002: Buynevich, 2003; Moller and Anthony, 2003; Bode and
Jol, 2006; Buynevich et al., 2004, 2007c). A number of GPR studies have been
conducted along the many coastlines of North America. These examples include
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research carried out in various settings along the Atlantic Coast (Leatherman, 1987;
Truman et al., 1988; FitzGerald et al., 1992; van Heteren et al., 1994, 1996, 1998;
Jol et al., 1996a; Wyatt and Temples, 1996; Buynevich and FitzGerald, 2001, 2002,
2003; O’Neal and Dunn, 2003; Buynevich, 2006), Pacific Coast (Jol et al., 1994,
1996a, 1996c, 1998a, 1998b; 2002; Meyers, 1994; Meyers et al., 1994, 1996;
Moore et al., 2003a, 2003b, 2004; Roberts and Jol, 2002; Roberts et al., 2003;
Peterson et al., 2007) and the Gulf of Mexico coast (Zenero et al., 1995; Jol et al.,
1996a). A range of lacustrine and ancient coastal environments were investigated as
well (Jol and Smith, 1991, 1992; Smith and Jol 1992a, 1992b, 1995, 1997; Jol et al.,
1994, 1996a, 1996b, 1996c; Tercier et al., 2000; Buynevich and FitzGerald, 2003;
Kruse and Jol, 2003; Smith et al., 2003, 2005; Johnston et al., 2007; Wilkins and
Clement, 2007).

In this section, we present examples of GPR studies from a number of coastal
environments that exhibit a range of sediment compositions. In order to demon-
strate various types of geomorphological and sedimentologic data that can be
obtained from GPR surveys, complete datasets and full interpretations are not
furnished. Rather our examples will demonstrate the nature and range of infor-
mation that can be obtained and its potential contribution to future coastal
research.

10.6.1. Record of coastal progradation

Along coastal areas that have experienced progradation (seaward growth), the
geomorphic expression of this process, such as consecutive beach ridges, is often
used to determine the origin, magnitude, orientation, and chronology of ridge
sets or individual ridges (Tanner, 1995; Bristow and Pucillo, 2006). However,
in many cases, dense vegetation, dune migration, and human development have
modified or obscured the surface expression of barrier growth. In such areas,
subsurface records, complemented with sediment cores, may provide the only
means of analyzing the erosional–depositional history of a barrier. Recent studies
have shown the value of continuous, shore-normal GPR profiles in visualizing
the style of coastal progradation (Figure 10.4; Buynevich and FitzGerald, 2001)
and addressing the volumes and progradation rates of coastal lithosomes (Jol et al.,
1996a; van Heteren et al., 1996; Buynevich et al., 2005; Bristow and Pucillo,
2006; FitzGerald et al., 2007).

As mentioned earlier, given a particular texture, the equilibrium slope of
a beachface is a function of incident wave energy (Bascom, 1951; Masselink
and Puleo, 2006). Therefore, paleogradients determined from GPR profiles
(see Figure 10.4), combined with granulometric information from sediment
cores, may be used to assess the past wave regime. For instance, without
substantial changes in sediment texture or storm frequency, a measurable decrease
in the angle of GPR reflections in a seaward (younging) direction can be
interpreted as a response of a beach to an increase in wave energy through
time. This, in turn, can be linked to changes in sea level (accommodation space)
or sediment supply.
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10.6.2. Signatures of coastal erosion

Episodes of erosion, retreat, and flooding of low-lying areas punctuate the evolu-
tion of sandy coasts. They may have diverse origins, such as tropical cyclones
(hurricanes, typhoons), El Niño events, extratropical storms, and tsunamis. Primar-
ily due to limited documentation and instrumental records, the return periods of
large-magnitude erosional events are poorly understood. Prograding sequences
seldom exhibit geomorphic evidence of an erosional event, except occasional
washovers or dune and berm scarps confined to the youngest portion of the barrier
(Figure 10.5a). These features, particularly in the earlier constructional history of
the barrier, are often preserved as buried accumulations of coarse-grained sediments
or heavy-mineral concentrations (HMCs; Figure 10.5a) and are often missed in
isolated cores. Such lithological anomalies may be observed in sediment cores, but
their geometry and continuity can be confirmed only in geophysical records
(Meyers et al., 1996; Moore et al., 2003a, 2003b, 2004; Nichol, 2002; Buynevich
et al., 2004; Costas et al., 2006; Jol and Peterson, 2006).
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Figure 10.4 Contrasting shore-normal ground penetrating radar (GPR) records collected
north of Tijucas River, Santa Catarina, Brazil (modified from Buynevich et al., 2005;
Fitzgerald et al., 2007). (A) The older part of the coastal plain is dominated by steep seaward-
dipping reflections produced by deposition of coarse-medium sands in a relatively high-
energy setting; (B) subsurface image from the younger part of the plain reveals a different,
mud-dominated regime, with sand deposited in narrow, low ridges (TJA ^ Eijkelkamp auger
core; TJV ^ vibracore). Presently, the mud suspended in the nearshore exerts a major control
on dampening the incident waves.
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These HMCs are found in many parts of the world and can be used as indicators
of erosion. Their formation is due, primarily, to selective density sorting during the
waning stages of storms (Komar and Wang, 1984). Similar HMCs preserved within
Willapa barrier, Washington, were attributed to temporary coseismic subsidence
and subsequent severe wave erosion (Meyers et al., 1996). Regardless of their
origin, reworking and concentration of heavy-mineral fractions ensures their
recognition in the stratigraphic record, which is particularly important where sur-
face expression of past events has been masked by subsequent deposition. For
example, the GPR profile in Figure 10.5b illustrates a series of prominent reflections,
which represent buried erosional berm scarps, which when combined with optically
stimulated luminescence (OSL) dating of overlying sands provide a 1500-year record
of erosional events along the coast of Maine (Buynevich et al., 2007c). When GPR
images are combined with trenches and sediment cores, these relict marker horizons
provide information, which cannot be obtained by other means; specifically they
provide the (1) landward extent of erosion or inundation; (2) longshore extent of
storm impact; (3) thickness of eroded sediment; and (4) intensity of the erosional
episode. In addition, the attributes of individual HMCs (sedimentary structures, grain
size, sorting, and density) can be used to calculate threshold conditions of sediment
transport and deposition.

10.6.3. Coastal Paleochannels

Channel-fill sequences of tidal inlets along microtidal coastlines may comprise a
significant portion of the barrier lithosome (Moslow and Heron, 1978), and in
some instances, the locations and dimensions of former inlet channels can be
detected with GPR (Figures 10.2 and 10.6). Mixed-sediment barriers are ideal
for the recognition of inlet-fill structures. Due to large contrasts between the
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Figure 10.5 Erosional features and their geologic record: (a) extensive heavy-mineral
concentration (HMC) at the base of a berm scarp at Madaket, Nantucket Island,
Massachusetts; (b) a shore-normal image from Hunnewell Beach, Maine, reveals buried
erosional scarps as a series of prominent, steeply dipping reflections within a progradational
barrier sequence. In sediment cores, these structures coincide with HMCs and represent
upper-beach erosion surfaces produced by large storms.Two of the four optical dates (in years
before 2003) help reconstruct the history of erosion (modified after Buynevich et al., 2007c).
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coarse-grained, channel-lag and finer-grained, channel-fill deposits, the outline
of the channel commonly appears as a prominent concave-upward reflection.
Figure 10.6 shows a paleoinlet channel that has migrated along a retrograding,
sand-and-gravel barrier as evidenced by a series of northward-dipping reflections.
Eventually, inlet stabilization and subsequent infilling by sediment from a seaward
source is recorded as subhorizontal reflections within the paleochannel. Using GPR
profiling, the locations of the former inlets can be mapped and compared to
historical maps, where available. In addition, such elements of inlet channel
geometry as depth, width, and approximate length (using a series of records) can
be determined. The thalweg depth of a paleoinlet channel relative to the present sea
level can also be estimated.

In recent years, GPR images, ground-truthed with sediment cores, have con-
firmed the positions of several historical inlets and revealed a number of previously
undocumented tidal inlet and storm–breach channels along the US Atlantic Coast
(FitzGerald et al., 2001; Daly et al., 2002; Buynevich, 2003; Havholm et al., 2004;
Buynevich and Donnelly, 2006). Along a retrograding mixed-sediment barrier
at Duxbury, Massachusetts, at least 18 buried channels were imaged along one
continuous, shore-parallel GPR line (FitzGerald et al., 2001). Although most of
these channels were ephemeral storm breachways, there is evidence for longshore
migration of the channels in several cases. The earliest historical charts of the area
(1774–1777) depict only a few of the openings that were imaged during the survey
period. Often, subsurface signatures of nonmigrating inlets or breachways lack
lateral migration surfaces but still show the internal stratification of the channel
fill (see Figure 10.6).

Paraglacial coasts or coastal segments with fluvial bed load sources are particularly
suitable for subsurface imaging due to the high contrasts in dielectric properties of
the coastal lithofacies (high degree of textural and compositional heterogeneity;
van Heteren et al., 1998; Buynevich and FitzGerald, 2001; FitzGerald et al., 2001;
Neal et al., 2002, 2003). In the sand-dominated barrier lithosomes of theAtlanticCoastal
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Figure 10.6 Shore-parallel ground penetrating radar (GPR) profile over the buried inlet
channel beneath a mixed-sediment baymouth barrier fronting Oyster Pond, Cape Cod,
Massachusetts. Note the strong, channel-margin reflection and the internal stratification of
the inlet fill.
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Plain, subsurfaceGPR reflectionsmay correspond tomore subtle lithological transitions,
such as slight textural and compositional variations. In such settings, mud plugs are
diagnostic of tidally influenced abandoned channels (Moslow and Heron, 1978). Thick
shallow muds will likely attenuate the GPR signal, whereas shell-rich, inlet-throat
deposits have greater potential to be resolved in the shallow subsurface (Figure 10.7).
Often, evenwhere the reflection of the thalweg of the channel is attenuated by saltwater,
a set of inward-dipping, channel-margin (contour) reflections are reliable indicators of
the final channel position (see Figures 10.6 and 10.7). Where space permits, a grid of
closely spaced, shore-parallel and shore-normal profiles over the buried channel may be
used to construct a 3D image of the subsurface.

10.6.4. Ground penetrating radar signal response to lithological
anomalies in coastal dunes

Dune fields of various sizes and origins are common landforms along many coasts.
Their stratigraphy often reveals important clues about the sensitivity of aeolian
landforms to major climatic and geologic forces (Hesp and Thom, 1990; Wilson
et al., 2001; Clarke et al., 2002). In recent years, continuous, high-resolution
GPR images have helped reconstruct landscape change, particularly where older
periods of aeolian activity are in question (Clemmensen et al., 1996, 2001; Botha
et al., 2003; van Dam et al., 2003; Barnhardt et al., 2004; Havholm et al., 2004).
Being relatively homogeneous compared to other settings, dune lithosomes may
still exhibit dielectrically distinct textural variations resulting from changes in sedi-
ment source and wind-flow patterns and intensity. Some sedimentologic changes
(e.g., grain fabric, packing, grading, and water retention) are sufficient enough to
produce distinct signal responses but may be too subtle to be resolved by standard
analyses of sediment cores and outcrops (van Dam and Schlager, 2000, 2002).

Figure 10.7 Schematic cross section of a buried channel (modified after Buynevich et al.,
2003). The basal-lag deposit of the inlet floor often contrasts with the sediments above and
below produces prominent reflections in geophysical records. A set of inward-dipping,
channel-margin reflections are often the only subsurface signature of the final channel
position (grey). In tidally influenced settings, fine-grained, abandoned channel fill may be
present (Moslow and Tye, 1985). Many ephemeral or stabilized channels will lack longshore-
dipping reflections diagnostic of spit elongation and channel migration.
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Ground penetrating radar has been used successfully to identify and map bounding
surfaces within dune sequences (Schenk et al., 1993; Jol et al., 1996a; Bristow et al.,
2005). Several recent studies have also addressed the origin and geologic significance
of individual reflections, which is important for accurate correlation of geophysical
records with sedimentologic features observed in cores or outcrops (Guha et al.,
2005; Buynevich et al., 2007a).

For correlating GPR reflections with specific sedimentary features, outcrops
or trenches are typically preferable to point-source information from sediment
cores (van Dam et al., 2000, 2002). Using ground exposures of migration
surfaces (slipfaces) of a relict Holocene coastal dune along the southeastern
Baltic Sea, Buynevich et al. (2007a) have investigated the causes of prominent
reflections on geophysical profiles. High-amplitude reflections on GPR images
correlate well with major lithological anomalies: paleosols developed on dune
slipfaces and slipfaces consisting of HMCs (Figure 10.8). Paleosols are indicators
of dune stability, which represent datable chronostratigraphic surfaces and
help reconstruct dune paleomorphology. Heavy-mineral concentrations have
noticeably higher magnetic susceptibility values than background quartz-rich
sands and in some instances can be used for spatial correlation. Based on their
occurrence at the study site, these enriched horizons likely represent periods of
increased wind activity (storminess) along the southeast Baltic Coast (Buynevich
et al., 2007a, 2007b) and demonstrate the value of an integrated sedimentologic
and geophysical approach to reconstructing aeolian dynamics in other coastal
regions.
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Figure 10.8 Ground penetrating radar (GPR) transect across a relict coastal dune, northern
Curonian Spit, Lithuania. The geometry and the extent of two paleosols exposed on the
surface are visible on the image. The numerous prominent reflections in the surrounding
aeolian sands coincide with coarser laminae and heavy-mineral concentrations (HMCs),
which are also exposed on the deflation surface and confirmed in trenches and sediment cores
(modified fromBuynevich et al., 2007a).
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10.6.5. Deltas

Deltas are an important component of many marine and lacustrine coastal settings.
Although large parts of marine deltas may not be suitable for GPR imaging due to
signal attenuation by thick muds or pore-water salinity, a number of proglacial and
lacustrine deltas have been successfully imaged. Like inland glacial or fluvial depos-
its, given favorable ground conditions, the combination of freshwater conditions
and lithological heterogeneity makes these sequences ideal for GPR investigations.
In particular, fan-foreset, wave-influenced and braided deltas reveal distinct radar
facies (Jol and Smith, 1991; Jol and Smith, 1992; Smith and Jol, 1992a; Jol, 1993;
Roberts et al., 2000; Smith et al., 2005; Tary et al., 2001; 2007).

A number of large sandplains in coastal Maine (Sanford and Brunswick sand-
plains, Pineo Ridge complex) exhibit diagnostic clinoforms (offlap; Figure 10.9)
and have been interpreted as proglacial and glacial–marine deltas (Crider et al.,
1997; Tary et al., 2001, 2007). These studies have revised previous interpretations
of some of the Maine’s sandplains, largely due to extensive GPR coverage com-
plemented with outcrops and sediment cores. Regardless of their origin, images of
clinoform geometry of proglacial or deglacial deltas provide mesoscale analogs of
large deltaic sequences in the rock record.

A number of studies of relict and active lacustrine deltas demonstrate the
capability of GPR to resolve key bounding surfaces and internal stratigraphy,
while achieving considerable penetration (Figure 10.10; Jol and Smith, 1992;
Smith and Jol, 1992a; Jol et al., 1996b; Smith et al., 2005; Stevens and
Robinson, 2007). Similar to proglacial and glacial–marine deltas, reconstruction
of lacustrine delta architecture can provide important insight into facies

Figure 10.9 Ground penetrating radar (GPR) transect over a section of Pineo Ridge
sandplain, Maine (modified from Tary et al., 2007). Variations in the amplitude of seaward-
dipping reflections (clinoforms) are likely the result of lithological changes related to sediment
flux.This recordwas collected using a GSSI SIR-3 systemwith a120-MHzmonostatic antenna.
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relationships and assess depositional styles based on clinoform geometry (Adams
and Schlager, 2000). The clinoform geometry has long been the focus of
seismic–stratigraphic analyses (Mitchum et al., 1977; Jol, 1988; Bhattacharya
and Willis, 2001; Jol and Roberts, 1992), and the superior resolution of the
GPR can provide a more detailed view of the depositional elements and key
sequence-stratigraphic surfaces. Furthermore, the boundary between foreset and
topset beds often resolved in subsurface records provides a useful indicator of
basinal water level changes (Smith and Jol, 1997).

10.6.6. Reservoir characterization – hydrocarbon and hydrogeology

Geophysical studies in reservoir characterization of coastal settings continue to
provide models for hydrocarbon and hydrogeology applications. This interest
has led to GPR imaging of both modern and ancient coastal environments
that aids in an improved definition and understanding of internal reservoir
structure, as well as adds new insights regarding the direction of fluid migration
(e.g., Figure 10.11, Knight et al., 1997). Such analysis could indicate optimum
zones of reservoir permeability, which may enhance fluid recovery of
hydrocarbons and also aid in the determination of volume estimates. In addition,
3D datasets can enhance our ability to interpret the depositional framework of
these coastal environments and provide a more detailed perspective of the
geometry of individual facies units within reservoirs (e.g., Thompson et al.,
1995; Jol et al., 2002). Recently, rapid urbanization of coastal environments
has initiated further research so that coastal communities can better plan for and
mitigate sustainable freshwater supplies, sewage and sanitary-fill disposal, and
long-term erosion and depositional problems, all of which can lead to large
financial expenditures (e.g., Peterson et al., 2007).
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Figure 10.10 Ground penetrating radar (GPR) transect collected on an active delta of
Llewellyn Glacier, northwestern British Columbia, Canada.The profile shows a thick (55^60 m)
fan-foreset delta, which is prograding into Atlin Lake. The data were collected with a
pulseEKKO100AGPR systemwith12.5-MHz antennae.
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10.7. SUMMARY

Ground penetrating radar is an effective tool for imaging and interpreting
modern and ancient coastal depositional environments composed of electrically
resistive materials such as clean, coarse sediments (little to no clay or silt) and peats.
These are important requirements since the GPR method has severe signal loss
problems in fine-grained and brackish/saline groundwater conditions. For subsur-
face investigations of coastal sedimentary environments, GPR is presently the most
promising land-based geophysical device available that provides high resolution,
time and cost-effective datasets of shallow stratigraphy. Radar facies have been
shown to compare well with sedimentary facies and can also provide 3D views of
the subsurface. From the interpretation of GPR datasets, we can now infer sedi-
mentary facies, directions of paleodeposition, and patterns of progradation and
aggradation of sediments. With these and other benefits, GPR will continue to
be used effectively in coastal geomorphic environments.

Ground penetrating radar has proven to be a valuable tool for high-resolution
imaging of antecedent geology, stratigraphy, and hydrogeology of coastal systems.
Although saltwater attenuation presents a significant limitation in coastal lowlands,
areas with moderate to high rainfall and relatively good sediment permeability often
contain considerable freshwater lenses (5–20m), which ensure good penetration of
electromagnetic signal. Varying degrees of textural and compositional heterogeneity
of sediments in many coastal sequences produce the lithological contrast necessary to
generate subsurface reflections. These systems provide excellent natural laboratories
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Figure 10.11 Ground Penetrating Radar (GPR) profile collected along an exposed ridge of
the Panther Sandstone Tongue (Cretaceous) near Helper, Utah, USA. The profile shows
continuous dipping (1^2�) reflections, which is similar to outcrop sections, and demonstrates
that GPR is useful in investigating lithified coastal sedimentary rocks. Depth of penetration
was limited to approximately 4^5m, likely due to the interbedded layers of finer-grained
material and cementation in the rock, both contributing to an increased attenuation of the EM
signal.The datawere collectedwith a pulseEKKO100AGPR systemwith100-MHz antennae.
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for effective and detailed stratigraphic analysis using GPR profiling supplemented
with sediment cores. Such studies have already significantly improved our knowledge
of coastal development over a wide range of temporal (years to millennia) and spatial
(centimeter to tens of kilometers) scales and served to emphasize the complexity of
coastal processes and resulting stratigraphic records.

The examples in this chapter indicate that GPR can accurately delineate the
stratigraphy and internal sedimentary structure of coastal barriers, spits and strand-
plains, both above and below a freshwater–groundwater table. Sand- and/or gravel-
dominated beach–dune systems on moderate to high wave energy, macrotidal
coasts appear to provide optimum settings for GPR deployment. Like GPR
technology, data processing software and data interpretation techniques continue
to develop; the technique is likely to become a routine reconnaissance and primary
data collection tool in many coastal sedimentary and geomorphic studies. Future
coastal-stratigraphic research will benefit from an integrated approach that will
combine GPR surveys with nearshore geophysical data and complementary sedi-
mentologic and chronological datasets in order to enhance our understanding of
coastal sedimentary systems.
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11.1. INTRODUCTION

Understanding of river deposits has improved significantly over the past two
decades, leading to the development of new and improved fluvial depositional
models (reviews by Bridge, 2003, 2006; Bridge and Lunt, 2006). This progress has
been facilitated in no small measure by the use of ground penetrating radar (GPR)
in combination with cores, trenches, natural outcrops and quarry faces to describe
fluvial deposits in detail and in 3D. GPR has been particularly useful for describing
unconsolidated recent and Quaternary fluvial deposits both above and below the
water table (e.g., Jol and Smith, 1991; Gawthorpe et al., 1993; Huggenberger, 1993,
Huggenberger et al., 1994; Olsen and Andreasen, 1995; Bridge et al., 1995, 1998;
Beres et al., 1995, 1999; Roberts et al., 1997; Asprion and Aigner, 1997, 1999; Van
Overmeeren, 1998; Bristow et al., 1999; Vandenberghe and Van Overmeeren, 1999;
Regli et al., 2002; Best et al., 2003; Heinz and Aigner, 2003; Skelly et al., 2003;
Woodward et al., 2003; Lunt and Bridge, 2004; Lunt et al., 2004a, 2004b;Wooldridge
and Hickin, 2005; Sambrook Smith et al., 2005, 2006; Best et al., 2006; Bakker et al.,
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2007; Kostic and Aigner, 2007). Also, GPR has been used for imaging near-surface
rocks linked to large nearby outcrops (e.g. Stephens, 1994; McMechan et al., 1997;
Szerbiak et al., 2001; Corbeanu et al., 2001, 2004). In general, GPR allows high-
resolution, 2D and 3D imaging (vertical resolution up to the order of a decimeter) of
the upper 10m of deposits. GPR data can be acquired in real time, and subsequent
processing is commonly minimal. The character of radar reflections can be linked
closely to the character of the sedimentary strata.

The organization of this paper is (1) review of different scales of fluvial deposits
and ability of GPR to resolve them; (2) examples of how GPR (plus supplementary
information) has facilitated description of fluvial deposits, and development of
depositional models; (3) discussion of benefits and potential problems in the use
of GPR, and future applications.

11.2. SCALES OF FLUVIAL DEPOSITS AND GPR RESOLUTION

Different scales of strataset occur in river deposits, depending on the scale of
the associated topographic feature (e.g. bar, dune), the time and spatial extent over
which deposition occurred, and the degree of preservation. Typical scales of
strataset (Figure 11.1) that are relevant here are (1) a complete channel belt (e.g. a
sand-gravel body); (2) deposits of individual compound channel bars and channel
fills (sets of compound large-scale inclined strata, also known as storeys); (3) deposits
of unit bars that comprise compound bars and channel fills (sets of simple large-scale
inclined strata); (4) depositional increments (large-scale inclined strata) on channel
bars and in channel fills formed during distinct floods; and (5) depositional incre-
ments associated with the passage of bed forms such as dunes, ripples and bed-load
sheets (sets of medium-scale and small-scale cross strata and planar strata). The
geometry of a particular scale of strataset is related to the geometry and migration of
the associated bedform. In particular, the length-to-thickness ratio of stratasets is
similar to the wavelength-to-height ratio of associated bedforms (Figure 11.2;
Bridge and Lunt, 2006). Furthermore, the wavelength and height of bedforms
such as dunes and bars are related to channel depth and width. Therefore, the
thickness of a particular scale of strataset (i.e. medium-scale cross sets and large-scale
sets of inclined strata) will vary with river dimensions.

GPR reflections are due to changes in dielectric permittivity (and less com-
monly because of magnetic permeability), related to the amount and type of pore-
filling material, sediment texture and composition (Van Dam and Schlager, 2000;
Kowalsky et al., 2001, 2004; Van Dam et al., 2002; Lunt et al., 2004a, 2004b). As
reflections are primarily caused by changes in pore-water saturation or volume,
which are closely related to sediment texture and composition, reflections give a
record of sedimentary strata. The amplitude of radar reflections depends on con-
trasts in radar velocity between adjacent strata and on stratal thickness compared
with the wavelength of the transmitted pulse (Kowalsky et al., 2001). A particular
reflection amplitude can be caused by different combinations of sediment texture
(e.g. sand adjacent to sandy gravel, open-framework gravel adjacent to sandy
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gravel). Above the water table, reflections are primarily related to variations in
water saturation. Below the water table, reflections are related mainly to variations
in porosity and sediment composition. In permafrost, reflections are related to
porosity and relative proportions of water and ice in the pores.

Central frequencies of antennae commonly used in sedimentological studies are
50–1000MHz. For a given subsurface sediment type, the depth of penetration
decreases, and the resolution of sedimentary strata increases, with increasing
antenna frequency (Jol, 1995; Woodward et al., 2003). For example, 100MHz
antennae may have a penetration depth on the order of 10m and be able to resolve
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Figure 11.1 Superimposed scales of fluvial forms and stratasets (modified from Bridge, 2003).
Cross sections (1) and (2) through an idealized braided channel belt show several sets of large-
scale inclined strata formed by deposition on channel bars. Each large-scale inclined stratum
can be simple (deposited during a single flood) or compound (deposited as a unit bar over one
or more floods). Large-scale inclined strata contain smaller-scale stratasets associated with
passage of ripples, dunes and bedload sheets over bars.
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strata 0.3m thick. 450-MHz antenna may have depth of penetration of several
meters and be able to resolve strata 0.1m thick. In order to distinguish all scales of
stratification, it is desirable to use a range of antenna frequencies (50–1000MHz).
As an example, cross strata that are centimeters thick within cross sets on the order
of decimeters thick can be discerned using high-frequency antennae. With low-
frequency antennae, only the set boundaries would be represented. If the set
thickness of cross strata is less than a decimeter or so, even the high-frequency
antennae will only pick up the set boundaries. As a result, GPR has been most
useful for imaging the larger scales of strata in channel belts. Furthermore, radar
facies cannot be clearly related to sedimentary facies unless their 3D geometry is
investigated using a range of antenna frequencies, the antenna frequency is stated,
and reasons for variation in reflection amplitude are understood. For example,
concave-upward reflections in radar profiles may be associated with confluence
scours, main channel fills, small cross-bar channels adjacent to unit bars, scours
upstream of obstacles such as logs or ice blocks, or bases of trough cross strata.
Interpretation of the origin of such reflections will depend on their 3D geometry
and an understanding of adjacent strata. The central antenna frequency and vertical
exaggeration of GPR profiles need to be considered when making sedimentologi-
cal interpretations.
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11.3. EXAMPLES OF USE OF GPR IN FLUVIAL SEDIMENTOLOGY

GPR studies of modern river deposits have been conducted on the Madison
River, Montana (Gawthorpe et al., 1993; Alexander et al., 1994); River South Esk,
Scotland (Bridge et al., 1995); Rhone River in France (Roberts et al., 1997);
floodplains and alluvial fans in British Columbia (Leclerc and Hickin, 1997; Ekes
and Hickin, 2001; Ekes and Friele, 2003); Calamus River in Nebraska, USA
(Bridge et al., 1998); Niobrara River in Nebraska, USA (Bristow et al., 1999;
Skelly et al., 2003); Brahmaputra River in Bangladesh (Best et al., 2003); Sagava-
nirktok River on the North Slope of Alaska (Lunt and Bridge, 2004; Lunt et al.,
2004a, 2004b); South Saskatchewan River in Canada (Woodward et al., 2003;
Sambrook Smith et al., 2005, 2006; Best et al., 2006); Squamish and Fraser Rivers
in Canada (Wooldridge, 2002; Wooldridge and Hickin, 2005). With modern river
studies, it is possible to relate deposits to the associated bedforms and their migra-
tion. GPR studies of ancient deposits include Holocene–Pleistocene fluvial deposits
in the Netherlands (Van Overmeeren, 1998; Vandenberghe and Van Overmeeren,
1999; Bakker et al., 2007); Pleistocene braided outwash in Denmark, Switzerland
and Germany (Huggenberger, 1993; Siegenthaler and Huggenberger, 1993; Olsen
and Andreasen, 1995; Beres et al., 1995, 1999; Asprion and Aigner, 1997, 1999;
Heinz and Aigner, 2003; Kostic and Aigner, 2007); Mesozoic rocks in south-
western USA (Stephens, 1994; McMechan et al., 1997; Szerbiak et al., 2001;
Corbeanu et al., 2001, 2004). With studies of ancient deposits, we cannot be sure
of the interpretations of the relationship between deposits and topographic features.
The main points that came from some of these studies are discussed below.

11.3.1. South Esk, Scotland

The River South Esk in Glen Clova, Scotland, is a meandering river with sandy and
gravelly point-bar deposits (Figure 11.3). Previous detailed studies of channel geome-
try, flow and sediment transport, and the nature of channel migration and point bar
deposition were undertaken by Bridge and Jarvis (1976, 1977, 1982). The deposits
were described using GPR (300MHz antennae), vibracores and trenches (Bridge
et al., 1995). Channel migration is by bend expansion and downstream migration,
producing point-bar sequences that fine upwards and downstream. Radar facies were
linked closely to sedimentary facies. Lower point-bar deposits are associated with low-
amplitude, relatively discontinuous (across-stream length up to a meter, and along-
stream length of meters) curved GPR reflections, corresponding to the bases of
medium-scale trough cross strata in coarse to very coarse sand (formed by dune
migration). Upper point-bar deposits are associated withmoderate- to high-amplitude,
relatively continuous (across-stream length up to 10m, and along-stream length of tens
of meters) GPR reflections, which correspond to the boundaries between small-scale
cross-stratified medium to fine sand (formed by ripple migration) and vegetation-rich
silty sand. Sets of inclined reflections record seasonal accretion on the point bar, in
places as unit bars. Discordances and changes in inclination of the reflections are due to
the formation of unit bars, lower bar platforms and swale fills (Figure 11.4).
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Figure 11.3 (a) Photo of South Esk study area. (b) GPR section of South Esk point-bar
deposits showing upper-bar (ub) and lower-bar (lb) deposits, basal erosion surface (bes),
discontinuity (d) in inclination of large-scale inclined strata below swale, and lower-bar
platform (lbp) above lower (unit) bar deposits (modified from Bridge et al., 1995). Profile is
oriented normal to channel direction, and bar migration was right to left. Distance between
vertical dashes at top of GPR sections is approximately 2m, and thickness of GPR section is
approximately 4m. Lower pictures showdetail of lower-bar and upper-bar deposits.
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11.3.2. Calamus, Nebraska

The Calamus River in central Nebraska is a sandy, low-sinuosity, slightly
braided river containing point bars and some braid bars (Figure 11.5). The
evolution of the channel geometry was determined in the study by Bridge et al.
(1986). Braid bars form either from chute cutoff of point bars or from amalga-
mation of lobate unit bars in mid channel, as is the case in most braided rivers.
Growth of braid bars is mainly by increase in width and downstream length (i.e.
lateral and downstream accretion). Lateral accretion is not necessarily symme-
trically distributed on each side of the braid bar. The upstream ends of braid
bars may experience erosion or deposition. A curved channel around a braid bar
may become abandoned as a side bar or point bar grows into its entrance.
During the early stages of filling, the channel contains relatively small unit bars,
especially at the upstream end.

The interaction between channel geometry, water flow, sediment transport and
deposition around a compound braid bar on the sandy Calamus River was studied
using measurements made over a large discharge range from catwalk bridges
(Bridge and Gabel, 1992; Gabel, 1993). In the curved channels on either side of
the braid bar, the patterns of flow velocity, depth, water surface topography, bed
shear stress, and rate and mean grain size of bedload transport rate are similar to
those in single channel bends. A theoretical model of bed topography, flow and
bedload transport in bends (Bridge, 1992) agreed well with Calamus River data,
and was subsequently used as the basis for simple theoretical models for deposition
in braided channels (Bridge, 1993).

Bar head – low preservation potential
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Figure 11.4 South Esk depositional model showing upper-bar and lower-bar deposits,
discontinuities in inclination of large-scale inclined strata, lower-bar platforms above unit
bar deposits, and discordances below swales (from Bridge, 2003). Point bar migration from
right to left.
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Figure 11.5 (a) Calamus River study site in lower part of photo (see bridges). (b) Example of
500MHz GPR profile (along-stream view) and core logs through Calamus compound braid
bar deposit. Reflections are due to bases of medium-scale cross strata (associated with dunes).
Convex upward patterns of reflections are associated with unit bars. Downstream inclination
of reflections indicates dominantly downstream accretion of the braid bar. Modified from
Bridge et al. (1998). (c) Example of 500MHz GPR profile (across stream view) through
Calamus compound braid bar and adjacent fill. Reflections are due to bases of medium-scale
cross strata (associated with dunes). Convex upward patterns of reflections are associated with
both unit bars and the compound braid bar. Modified fromBridge et al. (1998).
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Extensive vibracoring of channel-bar and channel-fill deposits and box
coring of the bed by Bridge et al. (1986) revealed the nature of the deposits.
Bridge et al. (1998) further studied the large-scale structure of the deposits in
3D using GPR (500MHz antennae). Vibracores and GPR profiles show that
channel-bar deposits reflect (1) the distribution of grain size and bedform on the
streambed during high flow stages, and (2) the mode of bar growth and
migration. The geometry and orientation of large-scale inclined strata reflect
mainly lateral and downstream migration of the compound bars, and accretion
in the form of lobate unit bars and scroll bars (Figure 11.5). Within the large-
scale strata are mainly medium-scale cross strata associated with the migration of
dunes, which cover most of the bed at high flow stages. Small-scale cross strata
from ripple migration occur in shallow water near banks. Point-bar and braid-
bar sequences have an erosional base and generally fine upwards except for
those near the bar head which show little vertical variation in mean grain size.
Channel-fill deposits are similar to channel-bar deposits, except that the large-
scale inclined strata are concave upward in cross-channel view, and the deposits
are generally finer grained in the downstream part of the channel fill (Figure 11.5).
Figure 11.6 is a model of the channel geometry, mode of channel migration, and
deposits of the Calamus River.

11.3.3. Brahmaputra (Jamuna), Bangladesh

The Brahmaputra River in Bangladesh is a large sandy braided and anastomosing
river (Figure 11.7). There have been many studies of the geometry, flow and
sedimentary processes, channel migration and deposits of the Brahmaputra River
(e.g., Coleman, 1969; Bristow, 1987, 1993; Bristow et al., 1993; Thorne et al.,
1993; Mosselman et al., 1995; Richardson et al., 1996; Best and Ashworth, 1997;
Richardson and Thorne, 1998; McLelland et al., 1999; Ashworth et al., 2000; Best
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Figure 11.5 (Continued)
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et al., 2003). Compound braid bars in the Brahmaputra originate from the amalga-
mation of mid-channel lobate unit bars and by chute cutoff of point bars, as seen in
other braided rivers (Bristow, 1987; Ashworth et al., 2000). Once formed, braid
bars grow episodically by lateral and downstream accretion. The upstream parts of
braid bars may be sites of accretion or erosion, depending on flow stage and
geometry. The braid bars are typically up to 12m high, 1.5 to 3 km long, and 0.5
to 1 km wide. The amount of lateral and downstream accretion during a monsoonal
flood can be on the order of kilometers. The accretion on braid bars is normally
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Figure 11.6 Model of channel geometry, mode of channel migration and deposits of the
Calamus River (modified from Bridge et al., 1998). The map (a) shows accretion topography
on a compound braid bar, suggesting bar growth mainly by incremental lateral and
downstream accretion. Relatively small unit bars occur within the filling channel. The cross
sections (b) show large-scale inclined strata associated with the accretion of unit bars (convex
upward patterns), the lateral and downstream accretion of the compound braid bar and
channel filling. Lower-bar deposits are composed mainly of medium-scale cross strata because
of dune migration. Upper-bar deposits and channel fills are composed mainly of small-scale
cross strata (due to ripples), plus bioturbated silt and peat. The overall sedimentary sequence
generally fines upward fromvery coarse or coarse sand to fine or very fine sand.
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Figure 11.7 (a) Evolution of the BrahmaputraRiver channel bar studied in detail byAshworth
et al. (2000) and Best et al. (2003). Photos below are typical Brahmaputra River compound bars
with dunes (left) and a unit bar margin (right). (b) Examples of 100MHz GPR profiles
through Brahmaputra compound braid bar deposits (modified from Best et al., 2003).Vertical
exaggeration is 1.58. Profile 6, across stream through the downstream part of the braid bar
(location on Figure 11.8), shows large-scale inclined strata associated with unit bar migration
(1). The spatially variable dip angles (up to angle-of-repose) are typical of unit-bar deposits
(2). Profile BH, alongstream through the upstream part of the bar, shows concave upward
reflections (4) that were ascribed by Best et al. to migration of large sinuous-crested dunes.
However, trough cross sets that are up to 2m thick cannot be formed bymigration of dunes that
are only about a meter high. Lower in this profile, 3 m thick inclined strata (3) are ascribed to
downstream accretion of a bar head.
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associated with migration of lobate unit bars. These bars are up to several meters
high. During high flow stages, the bed is covered with dunes, although there may
be restricted areas of upper-stage plane beds and ripples near bar tops. In the deeper
parts of the channels, dunes are typically 3 to 4m high, but are 0.5 to 1m high near
bar tops.

Bristow (1993) described the deposits in the upper 4m of channel bars
exposed in long cut banks during low flow stage. He described the deposits of
sinuous-crested dunes (trough cross strata), ripples (small-scale cross strata) and
upper stage plane beds (planar strata). These stratasets were arranged into larger
scale sets of strata indicative of seasonal deposition on bars. The orientation of
these flood-generated stratasets (large-scale inclined strata) indicated bar migra-
tion by upstream, downstream and lateral accretion. Bristow cites evidence for
migration of small dunes over larger dunes at various stages of a monsoonal
flood: however, it is likely that some of the larger, meters-high bedforms are
actually unit bars. The fills of cross-bar channels are common in these upper-
bar deposits.

Best et al. (2003) studied the deposits of a single compound braid bar using GPR
(mainly 100MHz antennae), vibracores and shallow trenches (Figure 11.7). They
recognized the following types of cross (inclined) strata: (1) large-scale (sets up to
8m thick, cross strata dipping at the angle of repose or less), due to deposition
associated with unit bars on compound bar margins; (2) medium-scale (1 to 4m
thick, cross strata dipping at the angle of repose or less), associated with migration of
large dunes, and; (3) small-scale (sets 0.5 to 2m thick) due to dunes migrating over
compound bar flanks. Set thickness of small-scale cross strata decreases upwards.
Cross strata associated with ripples occur locally at the top of the bar, but they were
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not called small-scale cross strata by Best et al. (2003). This terminology of large,
medium and small is different from that used by other workers. Furthermore, the
ranges of set thickness in these categories overlap, so that it is difficult to know how
to classify any specific cross set. Best et al. (2003) did not explicitly recognize the
distinction between unit bars and compound bars, and the different scales of
deposits associated with them. Cross sets associated with dunes that have a mean
height of 3m are likely to have a mean set thickness on the order of 1m (Leclair and
Bridge, 2001). Therefore, most of the medium-scale cross sets (with thickness of
1–4m) are likely to be formed by unit bars rather than dunes.

Figure 11.8 indicates that vertical-accretion deposits on the bar top pass laterally
into both upstream- and lateral-accretion deposits, and that both bar-margin slip-
face deposits and vertical-accretion deposits in the channel pass laterally into down-
stream/oblique-accretion deposits. In fact, if vertical deposition occurs on any
mound-like form (i.e. a braid bar), 2D sections will appear to show components
of accretion in the upstream, lateral and downstream directions. Also, as most braid
bars experience both lateral and downstream growth simultaneously, a lateral-
accretion deposit will also be a downstream-accretion deposit.

(a)

Figure 11.8 Best et al. (2003) depositional model for a Brahmaputra braid bar. (a) Three-
dimensional diagram of the principal styles of deposition.The bar is 3 km long, 1kmwide and
12^15m high. (b) Schematic sedimentary logs at five localities within the braid bar (see inset in
(a) for location), illustrating the characteristic sedimentary structures, large-scale bedding
surfaces and styles of deposition. Arrows depict approximate flow directions for sedimentary
structures, with flow down the page indicating flow parallel to the mean flow direction. See
text for discussion of this model.
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11.3.4. Niobrara, Nebraska

The Niobrara River in northern Nebraska is a sandy braided river. The part of the
river studied by Bristow et al. (1999) and Skelly et al. (2003) has recently experi-
enced channel aggradation, crevasse splay formation and avulsion associated with
construction of a dam downstream.

Bristow et al. (1999) described the form, evolution and deposits of two sandy
crevasse splays, using topographic surveys, cores and GPR profiles (Figure 11.9).
Two hundred megahertz GPR antennae were used, having a maximum vertical
resolution of 0.15m. The crevasse splays formed between 1993 and 1997, but
unfortunately the details of their development were not observed. The crevasse
splays are on the order of hundreds of meters long and wide, and up to 2m thick.
Crevasse channels are up to 30m wide and 1–2m in maximum depth. Sinuous
crested dunes migrated in the channels, and ripples migrated in shallow parts of
channels and at the margins of the splays where channels were greatly reduced in
size. Avalanche faces up to 1m high occurred at the margins of splays that
prograded into standing water. Channel migration and switching apparently
occurred commonly during splay formation, but no details were given by Bristow
et al. (1999).
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Cores show that splay deposits are represented by 1–2m thick, sharp-based
sequences that coarsen upwards or coarsen upwards then fine upwards at the top
(Figure 11.9). Commonly, 2–3 dm-thick fining-upward sequences occur within
the total thickness of a crevasse splay. These were related either to distinct seasonal
floods or to discrete episodes of channel switching during a single flood. Internal
structures within these sequences were medium-scale trough cross strata (sets
0.2–0.5m thick) formed by dunes, small-scale cross strata formed by ripples and
planar strata formed on plane beds.

GPR profiles enabled recognition of the base of a crevasse splay, overlapping
crevasse channel fills within a splay (in cross-stream views), the boundaries of the
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Figure 11.9 Niobrara crevasse splay data (from Bristow et al., 1999) (a) Alongstream GPR
profile from downstream part of a crevasse splay. Fine-grained channel fill at the base of the
section is interpreted to predate the crevasse splay. Overlying strata are interpreted as crevasse
channels filled with medium-scale trough cross-stratified sand (formed by dunes). (b)
Alongstream GPR profile (flow left to right) through a crevasse splay different from that in
(a). GPR profile shows low-angle reflections (large-scale inclined strata) interpreted as due to
progradation of the front of the splay. In places, these reflections approach the angle-of-
repose, and are interpreted as avalanche faces at the distal margin of the splay. Internal texture
and structure are indicated in core logs. Log 19 shows three sedimentation units in a splay
sequence that coarsens upward. In ascending order, these units contain wavy laminae, planar
cross strata and trough cross strata overlain by ripple lamination. Log 20 contains a coarsening
upward sequence with four sedimentation units that are composed, from base to top of wavy
laminae; ripple laminae; planar laminae capped bydeformed laminae; and trough cross strata.
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decimeter-thick fining upward units, bases of some medium-scale trough cross sets
and some thick angle-of-repose cross strata at the margin of a splay (Figure 11.9). In
alongstream views, the decimeter-thick fining upward units are inclined at up to 5�
in the downstream direction, indicating downstream progradation of the splay. In
places, these units pass laterally into angle-of-repose cross strata (splay margin
deposits) or are truncated by crevasse channels (Figure 11.10).

Skelly et al. (2003) interpreted the following sedimentary facies from radar facies
using 100 and 200MHz GPR antennae: trough cross beds associated with small 3D
dunes; planar cross beds associated with small 2D dunes; horizontal to low-angle
planar strata or cross-set boundaries associated with large 3D dunes (or linguoid bars);
channel-shaped erosion surfaces associated with secondary channels (and filled with
deposits of 2D and 3D dunes); sigmoidal strata associated with accretion on braid bar
margins. They also interpreted superimposed sequences, each sequence 1–1.5m
thick, as due to stacking of braid bars. Most bar sequences fined upward. These
depositional patterns were associated with high-stage bar construction and upstream,
lateral and downstream bar accretion, and low-stage dissection of the bars by small
channels. Unfortunately, the uppermost parts of the radar profiles were not linked to
the geometry and migration of specific extant channels and bars. The distinction
between unit bars and compound bars was not made. However, Figure 11.11 (from
Skelly et al., figure 10) shows an example of a lateral transition from low-angle strata
to angle-of-repose strata to low-angle strata, as observed in unit-bar deposits else-
where. Skelly et al. (2003) interpreted these deposits incorrectly as formed by small
2D dunes. These unit-bar deposits accreted onto the western margin of a compound
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bar deposit (from Skelly et al., Figure 11). The dimensions of these unit-bar deposits
are consistent with those in other rivers (Figure 11.2).

11.3.5. South Saskatchewan, Canada

The sandy, braided South Saskatchewan River near Outlook in Canada has been
studied intensively from 2000 to 2007 using GPR, coring, topographic surveying
and sequential aerial photos. Preliminary results from this study have been pub-
lished (e.g. Woodward et al., 2003; Sambrook Smith et al., 2005, 2006; Best et al.,
2006) but the bulk of this work (from 2004 to 2007) awaits publication. The river
contains compound braid bars that form, expand laterally and migrate downstream
by the sequential amalgamation of lobate unit bars (Cant, 1978; Cant and Walker,
1978). These unit bars are for the most part covered in sinuous-crested dunes,
except in shallow, slow-moving water where they are covered in ripples. The lee
sides of unit bars have slopes that are mainly less than the angle-of-repose, and this is
related to the presence of superimposed bedforms (Reesink and Bridge, 2007).
However, if the height of superimposed bedforms is less than 0.2 of the height of
the unit bars, the lee sides of unit bars can reach the angle of repose, locally and
episodically. Main channels can become abandoned and filled, and unit bars occur
in the channel fills also.

The compound-bar and channel-fill deposits are composed of one main
radar facies, and two subordinate radar facies (Figure 11.12). The main radar
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facies is inclined reflections that range in inclination for near horizontal to
(rarely) the angle of repose. The inclined reflections may be undulatory in
places. The inclined reflections occur in sets with sharp, near-horizontal bases
composed of high-amplitude, laterally continuous (tens of meters) reflections.
Each set is mainly in the range of 0.4–1m thick. In cores, this facies is
composed of sharp-based units that normally fine upward, but also show little
vertical variation in grain size (Figure 11.12). Internally, these units are com-
posed of medium-scale cross strata (set thickness normally 0.05–0.1m) formed
by dunes. Therefore, this facies is due to downstream and lateral migration of
unit bars on which dunes were migrating. The angle of the inclined reflections
reflects the slope of the unit bars over which the dunes were migrating. The
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Figure 11.12 Twohundredmegahertz radar profiles from the South SaskatchewanRiver, near
Outlook, Canada. Flow is from left to right in all profiles, and vertical exaggeration is about
4.5. In (a) radar facies 1 is inclined reflections (in places undulatory) dipping to the right
resulting from downstream migration of unit bars with superimposed dunes. To the right of
core A, they approach the angle of repose. Radar facies 2 is low-angle (less than 2�) planar
reflections resulting from migration of ripples over low-relief unit bars. The basal erosion
surface is marked by diffraction hyperbolae. In (b) all of the profile is composed of radar facies
1. Isolated channel fills occur in (c). Unit bar deposits are indicated in the cores (d).
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undulatory nature of some of the inclined reflections is due to the presence of
medium-scale trough cross strata. Normally, four to six unit bar sets make up
the thickness of a compound-bar deposit (Figure 11.12). The compound-bar
deposits normally fine upwards from a basal erosion surface, from gravelly very
coarse to coarse sand up to fine sand (Figure 11.12), and this fining upwards
reflects the downstream migration of the compound bars. The basal erosion
surface is commonly marked by diffractions related to the boulders scattered
over this surface (Figure 11.12).
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One of the subordinate facies is low-angle inclined (up to about 2�) planar
reflections, which occurs in the upper parts of channel bars and in channel fills
(Figure 11.12). Cores through this radar facies indicate that the internal structure is
mainly small-scale cross strata (due to ripples) with subordinate thin medium-scale
cross sets (due to low dunes), with a grain size of fine sand. The low angle of the
reflections is due to the migration of ripples and low dunes over low-relief unit
bars. Such unit bars occur in the shallow water of compound-bar tops, and in
channel fills. The other subordinate facies is isolated concave-upward reflections
that define channel shapes that are up to about 30m wide and 1m deep (Figure
11.12). This facies represents the fills of cross-bar channels and bar-top hollows
(Best et al., 2006), and occurs only in the upper parts of compound-bar deposits.
These deposits have counterparts in the deposits of the sandy braided Brahmaputra
and Niobrara rivers discussed above.

11.3.6. Sagavanirktok, northern Alaska

The Sagavanirktok River on the North Slope of Alaska is gravelly, braided and
anastomosing. The deposits were described using cores, trenches and GPR (110
and 450MHz) profiles (Lunt and Bridge, 2004; Lunt et al., 2004a, 2004b). The
origin of the deposits was inferred from (1) interpretation of channel and bar
formation and migration, and channel filling, using annual aerial photographs; (2)
observations of water flow and sediment transport during floods and (3) observa-
tions of bed topography and sediment texture at low-flow stage.

The Sagavanirktok River contains compound braid bars and point (side) bars
(Figure 11.13). Compound braid bars originate by amalgamation of lobate unit bars
and by chute cutoff of point bars. Compound bars migrate by downstream and
lateral accretion of successive unit bars. The upstream ends of compound bars may
be sites of erosion or accretion. During floods, most of the active riverbed is
covered with sinuous-crested dunes, with minor proportions of bed-load sheets.
Transverse ribs and ripples occur rarely in very shallow water. A channel segment
may be abandoned if its entrance becomes blocked by a channel bar. Channels that
are becoming abandoned and filled contain lobate unit bars.

Channel-belt deposits are composed of deposits of compound braid bars and
point bars, and large channel fills (Figure 11.14). Channel-belt deposits are up to
7m thick and 2.4 km wide across-stream, and are composed mainly of gravels, with
minor sands and sandy silts. Episodic migration of compound bars within channel
belts produces sets of compound large-scale inclined strata. Each compound large-
scale stratum is a set of simple large-scale inclined strata, formed by migration of a
unit bar. Small channel fills (cross-bar channels) occur at the top of compound bar
deposits. Individual compound-bar deposits are hundreds of meters long and wide,
meters thick, have basal erosion surfaces and terminate laterally in large channel fills.
Thickness of compound-bar deposits, and vertical trends in grain size within them,
depends on the bed geometry and surface grain size of the compound bars and the
nature of bar migration. Relatively thick fining-upward sequences form as bar-tail
regions migrate downstream into a curved channel or confluence scour. Grain size
may increase towards the top of a thick fining-upward sequence where bar-head
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lobes migrate over the bar-tail. Relatively thin compound sets of large-scale strata
with no vertical grain size trend are found in riffle regions. Compound-bar deposits
are composed mainly of sandy gravel, but open-framework gravel is common near
their base (Figure 11.14). A complete understanding of the evolution of a com-
pound-bar deposit is only possible with a combination of frequent aerial photo-
graphy, orthogonal GPR profiles and cores.

Large channel fills are also composed mainly of sets of simple large-scale inclined
strata because of unit bars (Figures 11.14 and 11.15), but are capped with sandy
strata containing small- and medium-scale cross sets, and planar strata. These
deposits are also generally sandier in downstream parts of a channel fill.

Sets of simple large-scale inclined strata (Figures 11.14 and 11.15), formed
by unit bar migration, are decimeters to meters thick, tens of meters long and
wide, and generally fine upwards, although they may show no grain size trend.
Between 3 and 7 unit bar deposits make up the thickness of a compound bar

ub 

ub 

ub 

d 
d 

Figure 11.13 Compound braid bar in the Sagavanirktok river, composed of unit bars (ub). Bars
are normally covered with dunes (d) at high flow stage. Note cross-bar channels. Lower photos
showdunes (left) and bedload sheets (right) on bar surfaces.
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deposit. Open-framework gravels are common at the base of a unit-bar deposit.
The large-scale strata are generally inclined at less than 10�, but may reach the angle
of repose at the margin of the unit bar. Each simple large-scale stratum generally
contains medium-scale cross strata or planar strata (see below).

Figure 11.14 Sagavanirktok channel deposits (a) Example of 110MHz GPR profile (across
stream view) and core log through the channel belt. Core log shows three compound-bar
deposits each comprising 3 or 4 unit-bar deposits. Internal structure of unit-bar deposits is
medium-scale cross strata (from dunes) and planar strata (from bedload sheets).The base of the
active channel-belt (not visible on GPR profile) is 6.4 m below the surface and overlies
burrowed and rooted sands containing small-scale and medium-scale cross strata. The GPR
profile has a vertical exaggeration of 5 and shows the 2D geometry of simple sets of large-scale
inclined strata because of unit bars (set bases marked by thinwhite lines) and compound sets of
large-scale inclined strata because of compound bars (set bases marked with thick white lines).
From Lunt et al. (2004). (b) Example of 110MHz GPR profile (across stream view) showing
compound large-scale inclined strata associated with lateral accretion of a braid bar (upper
part). The basal erosion surface and the top of the braid bar are marked by thick white lines,
and unit-bar deposits and a channel fill are bordered by thin white lines.The lower part of the
profile shows accretion of side bars (bordered by thin white lines) towards a central fill of a
confluence scour zone. The base and top of the confluence scour zone are marked by thick
white lines. Modified from Bridge (2003). (c) Example of 110MHz GPR profile (across stream
view) showing channel filling with unit bar deposits (bases marked by small arrows and thin
white lines) that accreted onto the western margin of a compound bar. Basal erosion surface,
channel margin and top of channel fill marked by large arrows and thick white lines. From
Bridge (2003). (d) Trench photomosaic and 450MHz GPR profile through two superimposed
unit bar deposits, cut oblique to flow direction. Large-scale inclined strata dipping to the east
are formed by migration of unit bars. These strata vary in inclination laterally and reach the
angle of repose in places. The large-scale inclined strata are composed internally of sets of
medium-scale cross strata (formed by dunes) or planar strata (formed by bedload sheets). From
Bridge (2003).
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Small channel fills (cross-bar channels) are made up of small- and medium-scale
cross sets, and planar strata (Figure 11.15). They are tens of meters long, meters
wide and decimeters thick, and occur where simple large-scale sets occur at the top
of compound large-scale sets.

Dune migration forms medium-scale sets of cross strata. These sets are deci-
meters thick and wide, up to 3m long, and contain isolated open-framework gravel
cross strata and sandy trough drapes. The thickness of medium-scale cross sets
decreases upward in compound-bar deposits. Planar strata are formed by bedload
sheets and may be made up of sandy gravel, open-framework gravel or sand.
Individual strata are centimeters thick and decimeters to meters long and wide.
Imbricated pebbles and pebble clusters are commonly found at the base of planar strata.
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Flow
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Figure 11.15 Depositional model of gravelly braided river deposits based on Sagavanirktok
data (from Lunt et al. 2004). (a) Map showing idealized channels, compound bars and simple
(unit) bars in active and abandoned channels. Cross sections A^D correspond to those shown
in (b). Cross sections E^G correspond to those shown in (C); (b) Cross sections showing large-
scale inclined strata (associated with compound and unit bars) from deposits in the active part
of the channel belt.Vertical exaggeration is 2.Thin lines represent large-scale strata, medium
weight lines represent bases of large-scale sets and thick lines represent bases of compound
sets. Large-scale strata generally dip at less than 12�, but may be up to the angle of repose;
(c) Cross sections showing large-scale inclined strata (associated with compound and unit
bars) from deposits in the abandoned part of the channel belt; (d) Vertical logs of typical
sequences through different parts of compound bar deposits and channel fills.
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Small-scale sets of cross strata, formed by ripples, generally occur in channel fills, as
trough drapes, and as overbank deposits. Small-scale cross sets are centimeters thick
and long, are always composed of sand, and may contain organic remains, root
traces or burrows where they occur in channel fills or overbank deposits. These
smaller scale stratasets cannot be discerned on GPR profiles.

The GPR and trench data allowed the geometry of the different scales of
strataset in the Sagavanirktok River to be related to the geometry and migration
of their formative bed forms, in particular, the wavelength; height ratio of bedforms
is similar to the length; thickness ratio of their associated deposits (Figure 11.2).
Furthermore, the wavelength and height of bed forms like dunes and bars are
related to channel depth and width. Therefore, the thickness of a particular scale of
strata set (i.e. medium-scale cross sets and large-scale sets of inclined strata) will vary

(b)

(A) Across stream view of compound side bars adjacent to a confluence scour

Across-stream view of compound braid bar that migrated over a confluence

Across-stream view of compound point bar that accreted laterally

Along-stream view through compound bar that migrated laterally and downstream
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with the scale of the paleoriver. These relationships between the dimensions of
stratasets, bedforms and channels mean that the depositional model developed from
the Sagavanirktok River can be applied to other gravelly fluvial deposits.

11.3.7. Fraser and Squamish Rivers, Canada

Wooldridge and Hickin (2005) described the evolution of a compound bar in the
Fraser River and one in the Squamish River, both in British Columbia, Canada.
They referred to these rivers as wandering, but in fact they are really braided rivers
with meandering reaches. Limited GPR surveys were conducted on the upstream
tips of two compound bars. They defined radar facies as seen in 2D sections, and
thus failed to recognize that several different radar facies are really different views of
the same 3D structure. Partly as a result of this, interpretations of the radar facies are

(E) Along-stream view through upstream end of large channel fill: lateral and downstream growth of
compound bar

Across-stream view of upstream end of large channel fill: lateral accretion and channel filling

Across-stream view of downstream end of large channel fill: scroll bar accretion and channel filling

Upstream

Medium-scale cross stratified open-framework gravel

Scroll bars

Unit bar deposit Downstream

(F)

(G)

(c)

Figure 11.15 (Continued)
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suspect. The two limited radar surveys were used to develop a model for the entire
channel deposits of these two rivers, which of course cannot be justified. Despite
the shortcomings of this study, the radar data are of high quality and show some
interesting features, and several profiles are reproduced in Figure 11.16 with my
reinterpretations.

11.3.8. Pleistocene outwash deposits in Europe

Sedimentary structures and textures from Pleistocene gravel outcrops, and associated
GPR profiles, in Switzerland and Germany have been described and interpreted as
braided river deposits by Huggenberger (1993), Siegenthaler and Huggenberger
(1993), Beres et al. (1995, 1999), Asprion and Aigner (1997, 1999), Regli et al.
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(2002), and Heinz and Aigner (2003). These studies are potentially useful in that they
link deposits seen in large quarries with high-quality GPR data (3D, antenna
frequencies of 100MHz). Sedimentary facies have been related to radar facies and
to hydrofacies. However, the depositional environment has been inferred rather than
known. Twomain sedimentary and radar facies are described: (1) scour fills formed in
confluence scours and channel bends, and (2) horizontally bedded gravel sheets
formed in channels. The scour fills have inclined strata dipping towards the deepest
part of the scour, and these strata are commonly composed of alternations of open
framework and sandy gravel. These gravel couplets have been interpreted in terms of
flow separation over dunes, following Carling and Glaister (1987). Scour fills are
commonly overlain by horizontal gravel sheets. The different types and scales of
strataset described above (e.g., Figure 11.1) are not recognized by these workers, nor
are the deposits of unit bars, compound bars and channel fills.

These interpretations cannot be justified in general. The scour-fill deposits
described by these workers apparently do not have the characteristic side-bar
deposits adjacent to the confluence scour fills, as shown in numerous studies of
modern rivers and predicted in Bridge’s (1993) model. Alternative explanations for
some of their scour-fill deposits might be swales adjacent to unit-bar deposits, small
channel fills, log-jam/ice-block scour fills or even trough cross strata formed by
dunes. These various types of scour fill may well look similar on GPR profiles
obtained with radar waves of different frequency, depending on the size of the
original river. Apparently horizontal strata may be produced by bedload sheets or
may in fact contain medium-scale cross strata, formed by dunes. Furthermore, cross
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Figure 11.16 GPRprofiles from the Squamish (a) and Fraser (b) Rivers (fromWooldridge and
Hickin, 2005). Profile a is 100MHz and is parallel to the flow direction (right to left). Radar
facies 1 is near horizontal planar reflections because of migration of bedload sheets or low-
relief dunes. Radar facies 2 is inclined reflections because of migration of unit bars with
superimposed dunes or bedload sheets. Profile b is 50MHz. Radar facies 1 and 2 are as for a.
Radar facies 3 are inclined reflections that dip towards the central channel fill (4). Radar facies
3 and 4 represent a confluence scour fill (4) with side bars on either side (3).
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sets may appear as horizontal strata on some GPR profiles because of strong
reflections from set boundaries, and use of GPR antennae with inadequate resolu-
tion to detect cross strata.

The radar facies models of Beres et al. (1999), which are linked to sedimento-
logical interpretations, are misleading for several reasons (Figure 11.17). Sedimen-
tary strata imaged on GPR profiles will look different depending on the scale of
the strata relative to the antenna frequency. For example, thin planar strata
imaged by high-frequency antennae will look similar to thick planar strata imaged
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Figure 11.17 Radar facies model of Beres et al. (1999).
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by low-frequency antennae. Also, cross strata imaged with high-frequency anten-
nae may appear planar when imaged using low-frequency antennae. Thus, planar
strata, as imaged by GPR using different antenna frequencies, could be formed by
migration of bedload sheets, or dunes or unit bars. Trough-shaped cross strata could
be formed in association with either sinuous-crested dunes, scours around obstacles,
channel fills, or confluence scours. The range of stratal patterns proposed by Beres
et al. (1999) is too restricted. It is necessary to recognize large-scale inclined strata
resulting from the migration of bars. Channel fills must also be recognized. Finally,
it is necessary to define radar facies in 3D, because the same radar (and sedimentary)
facies may look different in each of the three orthogonal orientations.

Kostic and Aigner (2007) described a 3-m thick sequence of Quaternary
gravelly deposits from SW Germany using GPR and quarry exposures, and inter-
preted them as meandering river deposits overlying braided river deposits. They
defined a number of depositional elements as seen in 2D sections, and named them
using interpretive terms such as gravel dune, chute channel, lateral accretion and
confluence scour fill. In fact, depositional elements should be defined in 3D and
given descriptive names before interpretation. Their confluence-scour element
does not resemble confluence scour deposits, which must have a central channel
fill bounded laterally by side-bar deposits (see above and Bridge, 1993). The cross
strata in the gravel-dune element are not at the angle of repose and resemble the
deposits of unit bars. Unit bars are not interpreted by Kostic and Aigner, although
they are ubiquitous in all rivers. The small channel fills in the upper parts of the
deposits are probably cross-bar channel fills, although this term is not used. Some of
the lateral-accretion deposits may be upper point-bar deposits (Bridge et al., 1995),
but this term is also not used. There was no attempt to relate the thickness of the
sedimentary sequence to the depth of the meandering channels. However, it is clear
from the size of the preserved meander loops that the maximum channel depth was
probably greater than the thickness of deposits studied. In this case, all of the
deposits are meandering river deposits, and the braided river interpretation for
the lower deposits should be questioned.

11.3.9. Mesozoic deposits of SW USA

Stephens (1994) studied the Jurassic Kayenta Formation in southwestern Colorado
using descriptions of two large outcrops and seven nearby GPR lines. Fifty mega-
hertz antennae were used, which allowed depth of penetration of around 10m and
vertical resolution of reflections of about 1m. Only one GPR profile was shown,
although interpretations from all seven profiles were shown. Stephens (1994) does
not discuss exactly what is being imaged by the GPR, and radar facies were not
defined. However, it appears that the reflections marked on his interpreted sections
correspond to basal erosion surfaces of channel bars and channel fills, and also
boundaries of large-scale inclined strata resulting from bar migration.

The Cretaceous Ferron Sandstone in Utah has been studied extensively using
3D GPR, cores and outcrops, at least partly because it is considered to be a
hydrocarbon reservoir analog (McMechan et al., 1997; Szerbiak et al., 2001;
Corbeanu et al., 2001, 2004). One hundred megahertz antennae were used, and
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were capable of penetrating to a depth of about 15m. The resolution of reflections
was about 0.5m, sufficient to image large-scale inclined strata formed by episodic
accretion on a channel bar. The increased resolution of 200MHz antennae enabled
imaging of the bases of trough cross sets, as was the case in studies of modern sandy
fluvial deposits.

11.4. CONCLUDING DISCUSSION

The GPR and associated data reviewed above have resulted in greatly
improved understanding of fluvial deposits, which has facilitated the building of
generalized depositional models (e.g., Bridge, 2006; Bridge and Lunt, 2006). GPR
in combination with coring and trenching has been particularly useful for describ-
ing the larger scale structure of fluvial deposits, associated with migration of bars
and dunes. Interpretation of such deposits has been facilitated by detailed studies of
flow and sedimentary processes, bed form geometry and migration. There is
remarkable similarity in the flow and sedimentary processes, bed form geometry
and migration, and deposits of rivers of different channel size, plan geometry and
sediment size: e.g. unit bars and dunes at high flow stage; bar geometry; evolution
and migration (see also Sambrook Smith et al., 2005). Differences between gravel-
bed and sand-bed rivers are more bed-load sheets and associated planar strata in
gravel-bed rivers, increasing as mean grain size increases; more abundant ripples
(small-scale cross strata) and upper stage plane beds (planar strata) in sand-bed rivers,
increasing as mean grain size decreases. It is clear from these data that there is no
truth to the common claim that braided rivers transport relatively coarse sediment
as bed-load and have unstable banks, whereas meandering rivers transport relatively
fine sediment as suspended load and have stable banks.

Meandering and braided rivers cannot be distinguished based on spatial varia-
tions in mean grain size and smaller scales of sedimentary structures. Unit bars and
supposedly associated sets of planar cross strata have been specifically associated with
braided rivers (e.g. Collinson, 1970; Smith, 1971, 1972, 1974; Bluck, 1976,1979;
Cant and Walker, 1976, 1978; Cant, 1978; Blodgett and Stanley, 1980; Crowley,
1983). However, unit bars occur in meandering rivers also (e.g. McGowen and
Garner, 1970; Bluck, 1971; Jackson, 1976; Levey, 1978; Bridge et al., 1995).
Furthermore, it has become increasingly apparent that most of the internal structure
of unit bars is not planar cross strata, but is due to the bedforms (dunes, ripples, bed-
load sheets) migrating over them (Collinson, 1970; Jackson, 1976; Nanson, 1980;
Bridge et al., 1986, 1995, 1998; Ashworth et al., 2000; Best et al., 2003; Lunt et al.,
2004a, 2004b). It appears that angle-of-repose (planar) cross strata in unit bars only
occur when the height of superimposed bedforms (especially dunes) is less than 20%
of the height of the unit bar, in other words for the highest unit bars (Reesink and
Bridge, 2007). It is only the largest scales of strataset within channel belts that allow
meandering and braided rivers to be distinguished: cross sections through conflu-
ence scours with side bars; cross sections through braid bars with adjacent coeval
channels (Bridge and Tye, 2000; Bridge, 2003). Interestingly, Lunt and Bridge
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(2004) documented an example where a point bar was transformed into a braid bar
by chute cutoff. The deposits seen in GPR profiles and cores could not have
revealed such an origin.

It is expected that GPR will be increasingly used to help describe near-surface
fluvial deposits. It is desirable to explore in much more detail the link between the
geometry of topographic features (e.g. dunes, bars) and their associated stratasets.
Description of floodplain deposits using GPR is really only just beginning. In order
to avoid misinterpretation of GPR data, it is necessary to define radar facies as they
appear in 3D rather than 2D; recognize all scales of strataset and how resolution of
these stratasets depends on antenna frequency; gain as much knowledge as possible
about the geometry, flow and sedimentary processes in rivers and floodplains; and
avoid confusing terminology.
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12.1. INTRODUCTION

Dry snow and ice generally provide the best propagation medium of all geologic
materials for GPR pulses with dominant frequency above about 1MHz. The extre-
mely low attenuation rates result from low conductivity (�) and the absence of any
dielectric (relative permittivity= ") or magnetic relaxation processes centered above
this frequency. Airborne, 50- to 150-MHz radars routinely profile Antarctic or
Greenland stratification to 3–4 km depth. Even temperate glaciers exhibit good
penetration characteristics for GPR signals. At 0�C, or slightly below, depending on
the pressure, water can exist along grain boundaries, or in pockets and conduits. In the
grain boundary case, such as candling ice (lake ice, in which melting occurs along the
crystal boundaries), spring snow, or soaked firn (old glacier snow undergoing meta-
morphism to ice during burial), the conductivity is usually low (<0.01 S m–1) because
the water content is rarely more than a few percent, and the ionic pathways are not
well connected. In addition, the strong 0�C, water dielectric relaxation centered
at 9GHz is still way above GPR bandwidths and so does not affect loss significantly.
In the case of pockets and conduits, such as in temperate englacial ice, scattering losses
limit penetration.

361



Snow and ice are also ideal GPR media because their stratification presents
reflecting horizons with great continuity and interesting configurations. Polar ice
shelves may contain layers of basal sea ice a few to hundreds of meters thick
(Blindow, 1994), while temperate terrestrial glaciers may contain stratified, deb-
ris-rich basal ice tens of meters thick (Arcone et al., 1995; Lawson, 1998). Englacial
polar sheet ice contains layers of ions at concentrations ranging to about 250 ppb for
volcanic sulfate deposits (LeGrand and Mayewski, 1997), layers of dust (e.g., tephra),
and layers of morainal or bottom debris. There is even evidence that some of the layers
profiled in the englacial regime are caused by changes in ice fabric (Fujita et al., 1999).
Within the overlying firn, and within any snow cover, density contrasts dominate the
causes of radar reflectivity, and mainly result from the formation of depth hoar (large-
grained, sublimating buried snow of low density), refreezing of hoar vapor into
ice ‘‘crusts,’’ and wind packing (which causes low density but very small grain size).
Some of these contrasts persist for hundreds of kilometer within polar regions (Arcone
et al., 2004).Within the right frequency bandwidth, nearly all stratification is detectable
with GPR even though the electrical properties associated with the chemical
or physical changes often provide contrasts of less than a percent with those of the
ice matrix. For example, a 1-mm layer of ice is easily detectable with a 16-bit radar
operating in the virtually noise-free environment of Antarctica even though it provides
a reflection coefficient of only –60 dB to a 400-MHz signal. Whether the change is
caused by a contrast in permittivity or conductivity, both the concentration and the
thickness of the anomalous layer help to determine its reflectivity.

The examples in this chapter are restricted to cases that used a pulsed GPR with
a waveform consisting of about 1.5 cycles (Figure 12.1). The dominant frequency
of GPR pulses commonly used ranges from 2 to 1500 MHz, and this rarely varies
over dry snow and firn because the low relative dielectric permittivities of these
materials do not offer strong impedance loading (reactive electromagnetic forces)
upon the current propagating along the antennas. GPR has always been the system
of choice for ground-based applications, but there are a few examples of its airborne
use in the open literature (e.g., Arcone, 2002b). The classical airborne radar method
is radio-echo sounding (RES), for which the pulse generally is a Gaussian modulated
carrier of 10–12 cycles at 35–60MHz (Bogorodsky et al., 1985). RES has been used to
penetrate over 4 km into the East Antarctic ice sheet (EAIS), which far exceeds any
possibility with GPR because of its limited power, antenna gain, and trace sampling
rate. Recently, airborne chirp systems (Gogineni et al., 1998; Fahenstock et al., 2001)
operating near 150MHz have shown great success. Spread spectrum systems such as
FMCW (Yankielun et al., 1992; Arcone and Yankielun, 2000), FM step frequency
(Hamran et al., 1995; Richardson et al., 1997; Kanagaratnam et al., 2001) and phase
code modulation (Nicollin and Kofman, 1994) have also been tried successfully.

The features in this chapter are divided into particular glacial examples,
rather than by features (e.g. strata or depth). All examples are relevant to typical
glacial regimes. They are taken from Antarctica and Alaska because of the
amount of data available to the author from these regions. GPR profiles also
exist from Greenland (Hempel and Thyssen, 1993; Hempel et al., 2000), Svalbard
(Bjornsson et al., 1996; Murray et al., 1997; Odegard et al., 1997), Iceland
(Murray et al., 2000), and Scandinavia (Kohler et al., 1997; Maijala et al., 1998).
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Some of the profiles in this chapter have not been published because there is
insufficient positional or ground-truth information to verify the features. Conse-
quently, some interpretative suggestions are offered to show the possible scientific
applications of GPR in glacial areas. A few examples have been reviewed pre-
viously (Daniels, 2004).

12.2. ANTARCTICA

The glacial features of Antarctica (Figure 12.2) include broad ice sheets, ice
streams, valley and alpine glaciers, and ice shelves. The East (EAIS) and West
Antarctic Ice Sheet (WAIS) are generally 2–4 km thick and are snow accumulation
areas (areas with a positive ‘‘mass balance’’). Most Antarctic ice is lost by the
breakage of small masses into the ocean (calving) or of large icebergs. A small
percentage is lost to ablation by wind or natural sublimation. Accumulation can be
as little as 2–4 cm yr–1 water equivalent within the EAIS, or nearly 100 cm yr–1 in
some locations along the WAIS coast. Ice velocity is negligible near the ice divides,
whereas away from the divides it can speed up to 1000m yr–1 within the several
major ice streams that drain the WAIS (Alley and Bindschadler, 2001) into the Ross
Ice Shelf.
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Figure 12.1 The pulsed GPRwaveform from a 400-MHz dominant frequency antennawithin
a commercially available, shielded transducer. The transmitter and receiver antennas are
spaced only 15 cm apart. The metal sheet was buried 1.4 m deep in snow of "= 1.7, and the
exercise was performed on the polar plateau of West Antarctica. Consequently, the reflection
is an inversion of the transmitted waveform. Depending on surface properties, the relative
amplitude and phases of the various frequency components will change.The result is usually a
decrease in the dominant frequency as permittivity increases, and a change in the relative
amplitudes of the various half-cycles. The relative amplitudes of the direct coupling and a
metal sheet reflection have been used as a reference to calculate the reflectivity of deeper
reflections (Arcone et al., 2004).
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Almost all the valley glaciers reside in the Transantarctic Mountains, where
they drain the EAIS into the Ross Ice Shelf at more southerly latitudes, and
into the Ross Sea at the more northerly latitudes. The Ross Ice Shelf,
amalgamates several ice streams from West Antarctica, and valley glaciers
from the Transantarctic Mountains. The larger, including the Byrd, Beard-
more, Shackleton, Scott, and Reedy Glaciers, are greater than 2 km deep
along their main channels. In turn, these large glaciers amalgamate the flow
of smaller, tributary glaciers, many of which are generally 300m deep or less.
Near the coasts, these shelves are relatively stronger accumulation areas and
may be moving at up to 300m yr–1.

Alpine glaciers originate in the mountains. The most well known reside in
the Dry Valleys area near McMurdo Sound and no longer contribute to any
of the larger glaciers. Most are several kilometers long, originate at less than
1 km above sea level, and terminate in a steep, free surface just above or
bordering the floor of one of the valleys. They are frozen to the bed and
move at speeds on the order of 1m yr–1. They are interesting sites for ice core
studies of past climate because of their slow movement and low rates of snow
accumulation.
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Figure 12.2 Radarsat composite image of Antarctica, with some major features labeled. BSC
is Byrd surface camp.
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12.2.1. Alpine glaciers: Dry Valleys

Alpine glaciers, as with any valley glacier, accumulate snow mainly within either a
major zone in the upper reaches of the main trunk or within several smaller,
tributary glaciers at higher elevations, each of which is an accumulation zone in
itself. A single, main accumulation zone can present an uninteresting GPR or
physical profile of nearly flat layers, examples of which are better discussed below
in the context of the ice divides. The more interesting cases are where tributaries
merge, such as the upper basin of the Commonwealth Glacier, above lower Taylor
Valley (Figure 12.3). Here, there are two main tributaries, along with steep ridges
that suggest a basin of several hundred meters depth. There is no airborne photo-
graphy or satellite imagery that reveals the flow patterns in this area. The area is
also an ecological sanctuary where use of snowmobiles is sometimes not allowed.
Consequently, the following profiles were obtained by very slow hand-towing at a
speed of about 0.5m s–1.

Figure 12.4 (top) shows the upper section of a 100-MHz profile of the 1.3 km
cross-sectional north–south transect seen in Figure 12.3. The profile was recorded
at a range of 4000 ns, with 4096 samples/trace and 16 bits/sample. The profile is
not corrected for topographic elevation because the changes are minor compared
with the depths profiled. No layering beneath about 70m is apparent in the profile,
partly because the dips of the folds are too steep to follow. The profile was
recorded at an effective rate of only 3 traces/s because a dynamic, running stack
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Figure 12.3 Location of Commonwealth Glacier in the DryValleys, Antarctica.The crossed
arrows indicate the approximate location of the N^S 100-MHz and the W^E 800-MHz
profiles in the upper accumulation zone. The other small arrows indicate tributary glaciers,
which compressed the ice.
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was needed to lower the signal to noise ratio and make the stratigraphy visible.
There appears to be an upper stratigraphic regime with anticlinal folding, and a
lower one with synclinal folding. A possible interpretation is that the anticlinal
regime is within firn that has accumulated only in this main basin, whereas the
synclinal regime shows ice that was previously folded before entering the basin, and
has since undergone further compression.

Figure 12.4 (bottom) shows the bottom section of the profile. The signal
strength indicates that an ice bottom at twice this depth could have been
recorded. There appears to be little correlation between bottom features and
the upper folding. There are only a few diffractions visible along the bottom in
this display. A closer look at the rising part of the horizon (detail not shown)
reveals that it is composed almost entirely of diffractions, which appears typical
of any glacier margin we have profiled (e.g., Arcone et al., 2000; Moran et al.,
2000; Arcone, 2002b). These diffractions may indicate far more active erosion
(i.e., a rough surface) than the generally smoother and more diffraction-free
profiles of the bottom of the basin.

A natural assumption regarding profiles of glacier stratigraphy is that higher
frequencies should produce better resolution. This is not necessarily so because at
some point the layer roughness, or uneven deposition can produce a poor strati-
graphic image. As will be seen later, a 400-MHz pulse appears about optimal for
resolving stratigraphy in polar regions. However, on the Commonwealth, we
recorded an 800-MHz profile (Figure 12.5) along the longitudinal profile shown
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Figure 12.4 Top: 100-MHz profile across the flow in upper Commonwealth Glacier,
Antarctica.The convergence of tributary glaciers has folded the ice.The depth scale is based on
an estimated, average "= 2.4 for firn. Bottom: The profile of the whole glacier. The loss of
stratigraphy at depth is partly caused by a lackof density contrasts, partly by the inability of the
radar to follow the steep folds, and insensitivity to weak contrasts in ionic concentrations.The
depth scale is based on an average "= 3.0 for the firn plus ice.
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in Figure 12.3 with fairly decent results. The antenna unit rode smoothly with
elevation changes over hard snow patches of less than about 20 cm. The profile
shows layering to about 25m depth or just about 250 ns of time range. The
generally dark nature of the profile appears to result from the scattering component
within the reflections themselves.

12.2.2. Polar firn: West Antarctica

The firn regime is the top 50–100m in which snow compresses, and metamorphoses
to ice. The transition, by convention, generally occurs when firn reaches a density of
830 kg m–3, at which point the firn is no longer permeable, yet still porous (solid ice
density= 917kg m–3). In temperate regions, where melting and refreezing is com-
mon within firn, this process may occur within about 20m depth. In interior West
Antarctica, where summer temperatures rarely climb above freezing, the transition
takes place at about 60–70m depth, whereas in East Antarctica it may occur at 100m.
100MHz GPR profiles of brine infiltration in Antarctic firn nearer the coast in the
McMurdo Sound area were first presented by Kovacs and Gow (1975). Later, Arcone
(1996) discussed profiles and these brine reflections at 400 and near 800MHz. Vaughn
et al. (1999) looked at firn on the West Antarctica plateau at 100MHz to show
interesting stratigraphic features. In this section we discuss some more recent
400-MHz profiles from which we have interpreted the nature of the density change
that causes the reflections and the depositional processes that cause stratigraphic
variations over tens of kilometers.

Figure 12.6 locates the several GPR transects of the 1999–2002 U.S. International
Transantarctic Scientific expedition (ITASE; Mayewski, 2003) program, from which
small sections of the thousands of kilometers of profiles recorded are discussed here.
The profiles were recorded to select sites for shallow core drilling, but the immense
volume of data permitted us to draw other conclusions. Figure 12.7 shows an
example of firn stratigraphy recorded at 400 MHz near an ice divide close to the
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Figure 12.5 An 800-MHz profile along the glacier axis. Only some layers appear well
resolved.The use of higher frequencies would probably make this image even less clear. At this
frequency, the radar is sensitive to density, and not conductivity contrasts.
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Figure 12.6 The U.S. ITASE transects inWest Antarctica. Roman numerals refer to the four
transects conducted from1999 to 2002, all starting at Byrd Surface Camp (BSC).The numbers
refer to some of the ice core locations.The arrows indicate ice flowdirections.They are also the
approximate directions of the meanwind.The dashed portions indicate transects along which
prominent reflections have been tracked. Locations 2 and 3 are on an ice divide and 6, north of
the EllsworthMountains, is near one. Location 7 is theWhitmoreMountains.
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Figure 12.7 A 400-MHz profile of stratigraphy near an ice divide near the Ellsworth
Mountains. In the main profile faint strata are seen to about 1000 ns (about 93m depth).With
signal processing, deeper reflections can be seen on a computer screen, but need to be
highlighted for a printed display. Even deeper reflections, from the bottom of an ice shelf, with
a 400-MHz antenna will be seen later. The highlighted wavelet in the detail at bottom has a
negative^positive^negative phase polarity sequence for the half-cycles.



Ellsworth Mountains (Figure 12.6; location 6). The profile was recorded at a time
range of 1500 ns (Arcone, 2002a), 8192 samples/trace and with a running stack
of 32-fold, which gives an effective recording rate of only one trace every 15m for
the traverse speed of 12 kph. The vertical compression precludes the detail of the
stratigraphy available within the 8192 samples. The display is of the Hilbert magni-
tude transform, which captures the amplitude envelope of the horizon wavelets. This
rate of recording combined with the Fresnel zone width provides a horizontal
integration length of about 22m by 100m depth. The amplitude is corrected for
geometric spreading losses and the topographic variation was insignificant at this
location. The profile contains the deepest 400-MHz reflections recorded for the
entire U.S. ITASE program.

The low dielectric constant of the surface snow ensured that the 400-MHz
center frequency of the wavelet and intended by the manufacturer, was indeed,
very close to 400MHz, as shown in Figure 12.1, and not the usual, near 300-MHz
value characteristic of terrestrial applications. As Figure 12.1 shows, there are three
major half-cycles of the 400-MHz wavelet and the 1.5 cycle wavelet is then
about 63 cm long in ice, which provides a vertical resolution of about 32 cm. In
firn of "= 2, the resolution is then about 40 cm. This is far greater than the yearly
snow accumulation rates over most of Antarctica, yet all the profiles show horizons
comprising this type of well-resolved wavelet. In addition, almost all of the
horizons have a particular three-banded phase polarity sequence opposite to that
shown in Figure 12.1. Mostly, we find a negative–positive–negative polarity, as
seen in the detail of Figure 12.7, and in Figure 12.8. Such a basic wavelet response is
characteristic of a single interface between denser firn above less-dense firn below, a
thin layer of less dense firn less than about 10 cm thick, or a cluster of such
low-density thin layers spanning less than 10 cm, and all with interfaces between
similar density contrasts. Reflection horizons with these types of wavelets have
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Figure 12.8 Detail of some of the layer reflections seen in the profile of Figure12.9. Horizons
A and B are continuously visible along the dashed portions of the transects in Figure 12.6.
Close examination of their banding reveals that they are often blue (negative)- red (positive)-
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been followed along transects that span ranges of nearly 600 km (Figure 12.6;
dashed lines). These horizons appear to have been caused by widespread clusters
of intense hoar growth (Arcone et al., 2004, 2005a) because all ice cores show as
many as 360 such layers of hoar within a 60m length.

Ice accelerates and thins as it spreads from a divide, and so increases the
sensitivity of the surface topography to that of the bottom. The wind blowing
over the hills and valleys, as gentle in slope as they may be, causes differential
accumulation. Leeward slopes, where wind speeds up as it moves downglacier,
receive relatively less deposition; windward slopes receive relatively more (Black
and Budd, 1964; Arcone et al., 2005b). The consequences of this process can be
seen in Figure 12.9, which shows as much as 30m change in the depths of
individual firn strata along a 400-MHz profile recorded while traveling west from
Byrd Surface Camp in interior West Antarctica (Figure 12.6, transect I) and over a
series of hills (Arcone et al., 2005b). In some places, the fold features, such as
synclinal hinges, line up almost vertically, rather than moving deeper and progres-
sively downglacier (to the right in the figure). This can be simply explained by the
occurrence of accumulation anomalies, whose extra or less time delay translated
vertically downward through successive layers to create the appearance of an
artificial fold feature in the GPR profile. However, much of the distortion is a
consequence of the superposition of time delays through consecutive layers whose
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Figure 12.9 Hilbert-transformed 400-MHz profile of firn stratigraphy in a hilly area in
interiorWest Antarctica.The profile is nearly parallel with the directions of the wind and ice
flow (left to right). Differential accumulation between leeward and windward slopes causes
the apparent stratigraphic deformation. Horizon A, at about 25m depth at the right side end,
falls below 56m depth near 30 and 40 km. The circle delineates an accumulation anomaly,
whose extra time delay translates vertically down and gives the appearance of a fold hinge.
However, much of the distortion also comes from the superposition of variable accumulation
surfaces. Detail of horizons A, B, and C are seen in the Figure12.8.
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thicknesses vary in a sinusoidal fashion with distance, and progressively move down-
glacier with depth (Arcone et al., 2005b). The sinusoidal type variation in thickness is a
direct consequence of snow deposition within hilly topography and alignment
between wind direction and ice movement. A result of this process is that fold hinge
loci within areas of periodic accumulationmove downglacier at only half the ice speed.
When a depth whose age equals the ratio of accumulation wavelength (in kilometers)
divided by ice speed (in km/yr), the fold hinge locus may reverse its direction.

The continuity of the strata imaged in the profiles of Figures 12.7 and 12.8 raises
the question as to the degree of the continuity of reflection horizons on a small
scale, and whether the features thought to produce it could be correlated with
observations taken in snow pits or ice cores. Adjacent U.S. ITASE ice cores do not
show obvious physical correlations (they are spaced 100 km apart along the U.S.
ITASE routes; a further difficulty). However, the question may in part be answered
by a 1200-MHz profile (Figure 12.10) recorded at the 87 km distance of Figure 12.9.
Despite the fact that the 400-MHz profile shows continuity over kilometer lengths
(Figure 12.7, and along the dashed lines in Figure 12.6), and the 1200-MHz profile
shows layering to a depth of 3m, the higher frequency profile shows no particular
layer that is continuous throughout all 44m. Therefore, the larger scale integration of
the 400MHz profile parameters may be necessary to find continuity of density
layering in firn. If so, the physical stratigraphy within individual snow pits might
never be able verify this continuity.

12.2.3. Englacial stratigraphy: West Antarctica

Classically, ground-based GPR profiles in Antarctica have concentrated on depth
soundings at dominant frequencies centered from about 2–5MHz (Jacobel et al., 1993;
Nereson et al., 2000). The U.S. ITASE program included stratigraphic and bottom
profiling with an improved version of these earlier systems, operating at about 3MHz
(Welch and Jacobel, 2003). The 3-MHz dominant frequency produces a 1.5 cycle
pulse about 84m long in ice. Therefore, the interface resolution is about 42m.
The low frequency allows front-end digitization of the real time signal so that a
running stack of 1024-fold or more can be applied to the data, which greatly
enhances the signal to noise ratio.

0
0

1

2

3

D
ep

th
 (

m
)

Distance (m)

10 20 30 40

Figure 12.10 A1200-MHz profile of stratigraphy recorded 87 kmwest of Byrd Surface Camp.
At this scale stratigraphy is still present, but continuity is not evident.
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The dipoles are approximately 40m long and separated by a distance of 125m
center-to-center to reduce the ringing that accompanies the directly coupled air
wave propagating between them. They are dragged in a co-linear orientation with
the GPR operator riding with the receiver and between the two lengths of the
receiver antenna. The free-running transmitter trails behind and its powerful air
wave triggers the receiver to record. There is no time variable gain applied to the
14-bit data. The dipole length places the start of the far field directivity pattern at
about 56m depth within the ice.

A 56-km long profile recorded near the ice divide in the vicinity of the
Whitmore Mountains (Figure 12.6) is shown in Figure 12.11. The ringing obscures
reflections for a few hundred meters, below which stratification emerges and then
the bottom. The profile appears to have been successfully migrated because most of
the bottom diffractions have collapsed. Stratification is visible throughout the ice
depth over the shallower bottom topography. Over the deeper ice the stratification
fades near the bottom, but it appears that this is entirely a function of system
sensitivity; there is no time variable gain. Recent field work by Barwick et al.
(2005) shows extremely low attenuation rates at 380MHz, which implies very low
rates at 3MHz because the attenuation mechanism must be the same.

At these low frequencies for sure, and probably at much higher (Kanagaratnam
et al., 2001), reflections are believed to be caused by contrasts in electrical
conductivity, the stronger of which are associated with the more acidic, sulfate
layers (as done by comparing reflections depths with ice core conductance
profiles, e.g., Hempel et al., 2000). We can estimate the reflectivity of these
contrasts from a simplified expression for the absolute value of the Fresnel
reflection coefficient, G, for a simple conductive interface (a more exact expres-
sion for an anomalous layer is given by Kanagaratnam et al., 2001). For normal
incidence |G|=D�/(4!"o"), where ! is the radian frequency, "o is the permit-
tivity of free space and D� is the conductivity contrast across the detected
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Figure 12.11 A 3-MHz migrated profile of internal stratigraphy and bottom topography
recorded near the Whitmore Mountains, Antarctica. The flow is probably nearly
perpendicular with the profile because the transect was nearly parallel with an ice divide.
A fault is visible at 30 km. The stratigraphy is caused by layers of anomalous conductivity,
which are visible to the bottom in several sections.The profile was recorded and provided by
BrianWelch andRobert Jacobel of St. Olaf College, Northfield,Minnesota.

372 Steven A. Arcone



interface (there is no contrast in ice relative permittivity, "). The Antarctic
conductivity soundings of Shabtaie and Bentley (1995) gave background values
of 1� 10�6 S m–1 for firn, and many acidic layers show up at ten times the
concentration of the background level. Therefore, we estimate a maximum D� to
be on the order of 1� 10�5 S m–1, for which G= –47 dB at 3MHz. This value,
when added to the approximately –35 dB geometric spreading losses over 3 km
(referenced to the 56m far field distance), places the total propagation loss well
below the estimated 120–150 dB performance figure of the radar, and leaves
much sensitivity to image weaker conductivity contrasts.

We have attributed radar horizons to density contrasts in firn and to con-
ductivity contrasts in englacial ice. This simple model precludes the sensitivity of
higher frequency (e.g., 400MHz) signals to conductivity contrasts because of the
inverse frequency dependence of reflectivity to conductivity. However, the
wideband high-frequency profiles discussed by Kanagaratnam et al. (2001,
2004) and Paden et al. (2005) show sensitivity to ice below firn and deep within
englacial regimes, respectively. Similarly, the profile shown in Figure 12.7
also shows a 400-MHz sensitivity to layering well beneath the firn–ice transition
where density contrasts should be insignificant. Consequently, there is much
room for research into the exact mechanisms responsible for these reflection
horizons.

12.2.4. Ice shelf: McMurdo Sound

Polar ice shelves provide ideal environments for profiling ice depths because the
bottom reflectivity is so high; for either sea water or frozen-on sea ice the magnitude
of the reflectivity is nearly unity. The only obstacle preventing its detection is brine
infiltration within firn, such as occurs in the McMurdo Ice Shelf because permeable
firn is in contact with sea water just north of McMurdo Station (Figure 12.12). The
delineation of stratification within the englacial zone, however, may not be straight-
forward because ice shelves are composed of many glacial streams, the merging of
which can cause folding.

Ice shelf radar profiles have been acquired with both airborne, RES
systems (Neal, 1979) and with GPR (80MHz: Jezek et al., 1979; 40MHz:
Blindow, 1994), whereas profiles primarily of the brine layer and the firn
stratigraphy have been acquired with a variety of GPR frequencies (20MHz:
Morse and Waddington, 1994; 100MHz: Kovacs and Gow, 1975; 400 and 800
MHz: Arcone, 1996). With the availability of trace sampling rates as high as 8192
samples/trace, it is possible to use 400MHz to profile depths of about 250m, the
time range for which (3000 ns) would still allow adequate sampling of the GPR
waveform. However, when using 8192 samples/trace, the recording rate slows
down and so a lower frequency may be necessary to acquire good continuity in
the stratigraphic detail.

This reversal in the traditional roles of low and high frequency are illustrated
in Figure 12.13, which shows the upper stratigraphy of the McMurdo Ice Shelf
at a lower frequency, and the corresponding bottom topography at a higher

Glaciers and Ice Sheets 373



Ross Ice Shelf

McMurdo Ice Shelf

Hut Point

10 km

Shear zone

Crevasse transect

Stra
tig

raphy t
ranse

ct

Basal ice transect

Rifted and resutured blocksWhite Island

X
McMurdo
Station

Figure 12.12 TheMcMurdo Ice Shelf and part of the Ross Ice Shelf regions in Antarctica, and
the approximate locations of our transects.

Distance (km)

0

20

40

60

80

D
ep

th
 (

m
)

0 E 5 10 15 20 25 30 35 40 W 45

120

130

140

110

Figure 12.13 Top: 100-MHz near-surface stratigraphy along the stratigraphy transect in
Figure 12.12. The folding is caused by compression of the large, rifted blocks seen
in Figure 12.12. The 400-MHz profile would not resolve this stratigraphy any deeper than
about 40m because the recording rate was low in order to get a large amount of samples per
trace to record the bottom reflection. Bottom: The 400-MHz profile of the bottom
topography corresponding with the profile at top.
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frequency. The profiles were recorded in December 2003. The 100-MHz
profile reveals two regimes of folding, separated around 60–80m depth and
unsynchronized. Arcone and Laatsch (2004) interpret the upper regime to be
within the firn, and the lower within older shelf ice that has underwent
compression from resutured blocks that previously rifted (Figure 12.12). The
higher frequency profile reveals uneven bottom topography. Although this
profile has not been matched with the surface features seen in Figure 12.12,
it seems likely that the notches along the bottom, most of which extend
about 1 km, may be suture zones between blocks that once rifted apart. The
advantage of this frequency for bottom profiling is seen from a bottom section
of the 100-MHz profile, the faint diffractions of which crudely suggest a
crevasse centered at 18 km (Figure 12.14).

The 400-MHz profile of Figure 12.13 suggests that the contact between
ice and seawater is complicated in geometry although simple in the materials
present, i.e., ice over water. However, sea ice is known to accrete sometimes
under ice shelves (Blindow, 1994) because the ice at the bottom can be much
colder than the sea water. This phenomenon may explain the events in a 100-
MHz profile (Figure 12.15) recorded in 1995 on the McMurdo Ice Shelf along
an approach to the passage between White and Black Islands (Figure 12.12). This
profile, recorded just beyond where the brine reflection terminated (at left),
shows at least three different interfaces, and evidence of buckling and crushing.
A higher frequency profile would have revealed far more detail on the processes
happening here.
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Figure 12.14 A segment of the 100-MHz profile that shows the compressive folding, most
likely above a suture zone. Compare the detail of the bottom with that seen in the 400-MHz
profile in Figure12.13.
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12.2.5. Crevasses: Ross Ice Shelf

Shear zones are areas of ice where velocity gradients occur transverse to the flow
direction. Consequently, there is always a component of tension within the hor-
izontal plane, and it causes crevassing at a 45� angle to the flow direction. Shear zones
are mainly associated with the margins of glaciers and ice streams, and one also occurs
where the Ross Ice Shelf, moving at about 300m yr–1 to the north, is very close to
the McMurdo Ice Shelf, moving about 5m yr–1. In between is a 5-km wide zone of
large (up to 15m wide) and frequent (as many as 26 along a transverse transect)
crevassing, as revealed in the RADARSAT satellite imagery of Figure 12.16. The
anomalies in the satellite imagery appear too wide to be individual crevasses, and so
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Figure 12.16 Radarsat image of the shear zone, with part of a 2002 traverse from McMurdo
Station to South Pole Station traverse (Figure 12.12) superimposed. Grid AreaWest (GAW)
and Home Free South (HF-S) were the start and end, respectively, of the traverse across this
zone.The traverse was profiled to detect, and then remediate, the crevasses to establish a route
for heavy equipment.
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Figure 12.15 Ice bottom reflections recorded along the basal ice transect shown in Figure
12.12.The arrows indicate reflections from three interfaces, which appear to have been buckled
as they lead to the unstratified section between 4.8 and 6.0 km where ice may be crushed.The
dipping firn stratigraphy at left is also evidence of compressive forces.
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may actually represent swarms of crevasses, most likely occurring in en echelon
formation. Some of these crevasses, exposed by dynamite, are huge (Figure 12.17).

The sensitivity of GPR to crevasses has long been known (Jezek et al., 1979;
Glover and Rees, 1992; Clarke and Bentley, 1994). GPR has been used exten-
sively in the shear zone since 1995 (Arcone and Delaney, 2000) with a 400-MHz
antenna unit placed in a truck tire tube and pushed about 5m ahead of a tracked
vehicle (Figure 12.18). The tire tube easily glides over the surface and the boom
gives an extra 5m of warning. A crevasse is detected in advance by monitoring
backscatter from the crevasse discontinuities (Figure 12.19) or the onset of the
dipping strata within the crevasse snow bridge. Crevasses of only a few centi-
meters width still give strong responses. Ideally, as the antenna passes over the
crevasse cavity, a reflectionless image appears, in contrast with the stratified firn
(Figure 12.20). The nearly ideal cavity image occurs frequently, and often reveals
a vaulted arch within the snow bridge, which must add to the snow bridge
strength. The vaulted shape may result from the sagging of the snow bridge and
simultaneous growth of ice between the crevasse walls and the edges of the
bridge. Sometimes the image shows no cavity but instead, is filled with diffrac-
tions. Exploration has shown such images to correspond with exfoliated sheets of
ice running through the crevasses.

Figure 12.17 One of the largest crevasses along the transect exposed by dynamite.Widths in
excess of 10m, and snow bridge thicknesses in excess of 7m are common in this shear zone.
The person standing is 198 cm (60 60 0 in boots) tall.

Glaciers and Ice Sheets 377



T

R

Figure 12.18 Pisten Bully vehicle pushing a tire tube with a 400-MHz antenna inside (inset).
The arrows represent the many directions of the radiation; the heavy arrow indicates
downwards.Radiation forwardof the antennadetects signalsbackscattered fromacrevasse.The
short,double-sidedarrows inthe inset indicatethedirectionof theantennas insidetheirhousing.
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Figure 12.19 A 400-MHz radar image of a simple crevasse. The diffractions originate from
discontinuities in the crevasse walls, most likely related to the intersections of the density
horizons with the wall, and from roughness features on the wall.The depth scale is based on an
average dielectric constant of 2.0, based on firn density measurements.



12.3. ALASKA

The dominant glaciers of Alaska are the large piedmont glaciers of the Chugach
Range and coastal mountains such as the Columbia, Bering-Bagley system,Malaspina,
Hubbard and Taku, and the large alpine glaciers of the interior Alaska Range such as
the Ruth, Muldrow, and Kahiltna onMt. McKinley. The depths or englacial strata of
any of these have not been studied with GPR or any other radar system because of
difficult access, poor weather, and crevasses. However, there are much data to suggest
depth soundings should be possible with lower frequency GPR. The Taku has
been attempted with GPR and measured at 1500m depth by seismic soundings
(Nolan et al., 1995). The other glaciers may exceed 1000m in some places, but
most are of unknown depth. There are no reported uses of GPR on the glaciers of
the Brooks Range, but they are not likely to bemore than a few hundred meters deep.

Most glaciers in the Alaska and southerly mountain ranges are temperate. This
means that the ice is at its pressure melting point, which is always close to 0�C.
Consequently, water can exist within snow, firn, and ice. In the otherwise solid ice,
water may exist along grain boundaries, and within filled or partially filled conduits
and cavities. The conduits may be on the order of a millimeter or meters in
diameter. This water will cause propagation loss, mainly through scattering from
the larger conduits and cavities (Watts and England, 1976). The combination of a
hydraulic network (Lawson, 1993) and the presence of water make radar sounding
of a deep temperate glacier in spring, summer, or early fall a formidable task.
Therefore, it has long been assumed that the GPR dominant frequencies should

Figure 12.20 A 400-MHz crevasse image (left) that shows a convergence toward the crevasse
roof. Many crevasse roofs show this arched structure (right).

Glaciers and Ice Sheets 379



not exceed about 5 MHz where depths in excess of about 100m need to profiled.
Small glaciers present little problem (Welch et al., 1998) for low frequencies.

Almost all glacier GPR depth-sounding profiles in Alaska have been performed
on moderate- to small-sized glaciers that are accessible in summer. Some examples
are the Matanuska, Gulkana and Muir (Arcone et al., 2000; Lawson et al., 1998),
Black Rapids (Arcone and Yankielun, 2000), Worthington (Welch et al., 1998),
and Variegated ( Jacobel and Anderson, 1987). Most of these investigations, with
the exception of the Gulkana, have taken place in the ablation zone and so the
depths are not maximal. Studies of the firn regime are available for the Bagley Ice
Field (Arcone, 2002b), part of which is discussed here.

12.3.1. Temperate valley glacier: Matanuska Glacier

Figure 12.21 identifies the location on the Matanuska Glacier of the Chugach
Mountains where a depth profile was recorded only about 2–3 km from the
terminus (Arcone et al., 2000). The Matanuska is about 46 km long and about
8 km wide at its terminus, where significant thicknesses of basal ice have been
observed and profiled with GPR (Arcone et al., 1995) within the ‘‘study area’’
indicated on the map. Basal ice in temperate glaciers may reach tens of meters
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Figure 12.21 Location of a1998 profile (marked by anX) on theMatanuskaGlacier, located in
the Chugach Mountains of south central Alaska. The box labeled ‘‘study area,’’ locates where
studies have been conducted of basal ice (Arcone et al., 1995; Lawson et al., 1998).
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in thickness and may be associated with unfrozen but supercooled water on the
bottom (Lawson et al., 1998). The elevation of the profile discussed here was
about 1000m above sea level, and there was marginal snow cover at the time of
profiling. The profile (Figure 12.22) was recorded at a pulse dominant frequency of
30MHz and at an antenna separation of 2.6m. The apparent bottom reflection
appears to indicate a smooth bottom. However, there are several apparent,
sub-bottom reflections near the south end. The maximum apparent depth is
about 270m, but a hot water drill hole at 0.3 km found the ice thickness there
to be 336m. Therefore, the apparent bottom horizon is most likely from the
western confining wall, and the deeper reflections are responses from complex
bottom topography. These off-axis reflections are known as side-swipe and are
common in radioglaciology. They occur because of the wide directivity of the
antenna (Arcone, 1995), whether in the direction parallel or perpendicular to
the antenna axis.

The profile also shows englacial stratification for which there are several possible
explanations. We doubt the strata are caused by refrozen meltwater in crevasses
because there should be no significant contrast between the permittivity of refrozen
water and that of the englacial ablation zone ice matrix. A second explanation is
that it is entrained basal debris dragged from the bottom, possibly as part of an
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Figure 12.22 Top: A 30-MHz profile of stratigraphy and depth in the ablation zone of the
Matanuska Glacier. Bottom: the 30-MHz antenna system.The dip in the strata may be caused
by upthrusting, as is common in ablation zones. The diffraction centered just beyond 0.6 km
may be a response from a conduit.
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excavation process known as overdeepening (Lawson et al., 2000). For this to
occur, the basal layers would have to be thrusted within the clear englacial ice.
A third explanation is that they are dust bands or concentrations of chemical
impurities existing within old layers. The updip of the layers is the orientation of
old ice as it surfaces in ablation zones of any valley glacier.

A 12-MHz version of the final kilometer is shown in Figure 12.23. For this
profile the antennas were co-linear, about 10m long and with a center-to-center
spacing of about 15m. There is obvious smoothing of the bottom profile, and of
the response to the englacial stratigraphy. However, the stratigraphy appears greatly
distorted relative to its appearance at 30MHz because of the wide spacing of the
antennas.

12.3.2. Temperate valley glacier: Gulkana Glacier

The Gulkana Glacier of the central Alaska Range is about 8 km long and about 0.6 km
at its widest. Moran et al. (2000) have discussed 50-MHz array processing to delineate
the bed, and Arcone et al. (2000) have discussed 12-MHz surveys to profile the depth
along single transects. One of these transects (Figure 12.24) started at the top of the
main trunk and its elevation corrected profile is shown in Figure 12.25. The deepest
return is from 295m. However, it is not certain that any reflection horizon is from
beneath the antenna because there are multiple bottom events, seen either in the
complex bottom horizons of the full profile or in the complexity of the wavelets, as
seen in the traces in Figure 12.25. The multiple oscillations of the bottom reflections
could be caused by an additional reflection from a valley wall, which must be steep
because the ice depth is half the width of the valley. Alternatively, the bottom wavelets

Figure 12.23 A 12-MHz version of the last kilometer of the profile in Figure 12.22.The wide
spacing of the antennas makes the englacial strata appear conformable with the surface. The
prominent diffraction centered near 0.63 km seen at 30MHz is not apparent.
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could be formed by a thick layer of basal ice or of wet sediments. The existence of
basal ice beneath the accumulation zone has not been observed.

The strength of the bottom reflection, relative to the noise level, is at least 10.
This ratio indicates that ice of least 1 km depth could be been profiled and still keep
the signal well above noise. This depth is sufficient to cover most temperate
glaciers.

Alaska

Gulkana
Lat.: 63°15′
Long.: 145°30′

Figure 12.24 Photograph of the Gulkana Glacier, Alaska Range, with profile transects
superimposed.The one discussed is along the dashed, axial line.The solid line leading to the
upper transect from the left locates an array study of the bottom topography (Moran et al.,
2000). The straight, dashed line across the top is the upper limit of the glacier. Features seen
beyond this line are across avalley.
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12.3.3. Temperate firn: Bagley Ice Field, Alaska

Significant wetting of a temperate glacier occurs in the snow and firn. Maximum
water contents are about 9% by volume; above amount drainage occurs. In the
Chugach Mountains, soaked firn will exist by late spring below about 2000m
elevation, and to over 4000m by late summer. The water drains down to the solid
ice where it can pond to form a water table or continue to drain into conduits or,
mainly, crevasses. Firn depths in temperate glaciers may only be 10–30m thick.
The drainage and refreezing process makes for complicated structures of ice pipes
and lenses, which, when augmented by crevasses, suggests an almost hopeless
medium in which to identify stratification with GPR. Nevertheless, a GPR profile,
when subject to high rates of trace stacking over long distances, can pick out
stratification, as shown here for the Bagley Ice Field.

A 50-km airborne profile along the transect shown in Figure 12.26was recorded on
June 23, 1994, when melting had long been underway (Arcone, 2002b). At the time,
the glacier was surging, moving about 3m day–1, and heavily crevassed. Figure 12.27
shows a 15-km segment recorded at 135-MHz dominant frequency using an antenna
slung from a helicopter. The segment shown is over the lower reaches of the east arm.
The profile is stacked over 50-fold from the raw data, which eliminated the crevasse
diffractions. Although the layering in the radar profile is not clear, most of the
prominent layers appear to converge at the surface about 4 km down ice from

Figure 12.25 A 12-MHz radar profile along the axial transect seen in Figure 12.24.
The wavelength in ice is about 14m, which precludes seeing much detail along the bottom.The
bifurcated bottom reflection starting at about 1.6 km might be events from two aspects of
the bottom surface, such as one directly beneath, and one to the side of the transect.
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the ‘‘snowline.’’ This convergence point is approximately along the firn line, which
rapidly moved downice from the snowline because of the surge.

Within the unstacked data, selected crevasse diffractions with apices at the top
of progressively deeper layers were modeled and interpreted for the average
velocity of the firn above. By working through the layers a velocity structure was
then constructed. The results show that the permittivities of the layers were
significantly higher than that of temperate ice (" = 3.18), and the values of several
layers were interpreted for water content (Arcone, 2002b). The average firn
refractive index (n=H") was n= 2.5 (" = 6.3), which determined that the
stratification was about 15m thick at the east end of the profile. The loss of
stratification below this depth suggests a transition to ice.

12.3.4. Temperate hydrology: Black Rapids Glacier

Temperate and some arctic glaciers are known to contain hydraulic drainage
systems. Some may consist of single tunnels, whereas others may be extensive
and complex. Hydraulic systems usually start at the surface in crevasses and moulins,
and then branch while making their way to the bottom. Conduits are localized
features and so must produce characteristic hyperbolic diffraction responses. Although

60°30′

50 40 30 20 10 0

1400

1200

1000 E
le

va
tio

n 
(m

)

Transect distance (km)

142°30′ 142°W

Alaska

1 1

1

3

Tana glacier

Berin
g glacie

r

Bagely ice field

2

Figure 12.26 Location of radar flight line transects along the Bagley Ice Field, Alaska. The
profile discussed was recorded from 0 to 15 km along transect 1. Profiles recorded along all
transects 1^3 are discussed byArcone (2002).
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conduits may seem to be an elusive target, Moorman and Michel (2000) used GPR
to follow a single one along its englacial path. Obtaining a GPR image of a complex
network would seem to be a matter of luck, but such a case seems evident from an
investigation carried out during March 1996 on the Black Rapids Glacier.

Airborne GPR profiles of the upper reaches of the main trunk of the Black
Rapids Glacier, Alaska Range, were recorded using conventional, 100-MHz GPR,
and an experimental, 1.1–1.7GHz, FMCW system (Arcone and Yankielun, 2002).
The 100-MHz recordings validate the FMCW results. The cold, flat, and smooth
surface conditions allowed the higher frequency FMCW signals to penetrate the
surface. Figure 12.28 shows aerial photographs of the area, which contains an
extensive network of potholes, some of which are interconnected from observa-
tions of water flowing into and out of them.

Figure 12.29 shows profiles recorded downglacier from the potholes. The two
radar systems were used on separate runs, but both followed the same path by GPS
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Figure 12.27 Airborne 135-MHz profile (middle) of wet firn on the eastern Bagley Ice Field,
recorded June 23, 1994. The aerial photo (top) was taken September 7, 1994. The glacier was
surging, and so the firn line, at 13 km along the transect, is 4 km below where the profile
crossed the snowline.The interpretation (bottom) gives the perspective of the firn regime.The
lettered horizons may represent summer surfaces.
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positioning and landmarks on the ice. The profiles reveal images interpreted to be
drainage networks within the near-surface (Arcone and Yankielun; 2002).
Although the FMCW profile is far clearer, the 100-MHz profile reveals all the
same features, and could have been improved if not for the clutter that resulted
from the mounting of the antenna directly below the helicopter fuselage. The
arborescent nature of the features is impressive and difficult to explain theoretically.
The distance of the profile downglacier from the pothole field suggests that this
network has lasted, and probably evolved, over many years.
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Figure 12.28 Aerial photographs of Black Rapids Glacier in the Alaska Range. S1, S2, and S3
are short axial transects and S4 is a longer one.The detail of the bottom image shows a field of
potholes that are known to drain water in the summer. Arcone and Yankielun (2002) discuss
profiles along all four transects.
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12.4. SUMMARY

GPR is capable of sounding the depths and of profiling the stratigraphy of wet
or dry firn, ice shelves, most small valley glaciers, and deep polar ice. Most
significant is its ability to respond to the weak stratification of physical or chemical
contrasts. The causes of these contrasts, such as density, ice fabric, conductivity, or
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even non-conductive changes in the imaginary component of permittivity, may
not always be obvious or even measurable in a snow pit, trench, or ice core. In
addition these are only point observations over a horizontal area, whereas a GPR
horizon is an integration of many returns from many points. The ever-increasing
GPR and coring activity in Antarctica by many countries may shed more light on
this topic.

A significant GPR research topic would be to test its ability to sound the
depths and profile the strata of temperate glaciers of more than 500m depth. Access,
weather, and crevassing over deep glacial basins may preclude obtaining such
profile depths, for which even quality, airborne RES data are not available. Low-
frequency 3–5MHz radars are well suited for this purpose, but if penetration of
hundreds of meters, as discussed here, is possible at 12–30MHz, then soundings
near 1-km depth should also be possible. The advent of front-end digitization of
the received RF signal using faster, 16-bit analog-to-digital chip technology should
make deep profiling at these frequencies possible. Such higher frequencies should
also make profiling of englacial strata possible, but englacial stratification in any
valley glacier may be precluded by either melting or wind mixing of chemical
impurities upon snow deposition.
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13.1. INTRODUCTION

The history of ground penetrating radar (GPR) tests in traffic infrastructure
surveys dates back to the early- and mid-1970s, when according to Morey (1998)
the Federal Highway Administration (FHWA) in the USA tested the feasibility of
GPR in tunnel applications and later on bridge decks (Saarenketo, 2006). The first
vehicle-mounted GPR system for highways was developed under an FHWA
contract in 1985 (Morey, 1998). In the early 1980s, GPR surveys were also started
in Canada (see Manning and Holt, 1983; Carter et al., 1992). The other active area
in the late 1970s and early 1980s was Scandinavia, where the first GPR tests with
ground-coupled antennas were performed in Sweden (Ulriksen, 1982; Johansson,
1987) and Denmark (Berg, 1984), but the method did not receive general accep-
tance at that time. However, after the first tests were conducted in Finland in 1986
(Saarenketo, 1992), the method rapidly became a routine survey tool in various
road design and rehabilitation projects in Finland (Saarenketo, 1992; Saarenketo
and Maijala, 1994; Saarenketo and Scullion, 1994; Saarenketo and Scullion, 2000)
and later as a pavement design and quality control tool (Saarenketo and Roimela,
1998; Scullion and Saarenketo, 1998; Saarenketo, 1999; Pälli et al., 2005).

In the late 1980s and early 1990s, most infrastructure applications in North
America focused on pavement thickness measurements (Maser, 1994), detecting
voids under concrete slabs (Scullion et al., 1994) and detecting deteriorated areas in
bridge decks (Alongi et al., 1992). These surveys were mainly conducted with
high-frequency (1.0GHz) air-launched antennas (see Scullion et al., 1992). In the
mid- and late-1990s the most common GPR applications by highway agencies
were surveys to measure pavement layer thickness, detect voids and bridge dela-
mination; followed by measuring depth to steel dowels and depth to bedrock,
detection of buried objects, asphalt stripping and scour around bridge support. Of
the various applications, GPR seemed to be the most successful for pavement layer
thickness measurements, whereas agencies report less satisfactory results with void
detection and questionable results locating areas of asphalt stripping (Morey, 1998).

According to Hobbs et al. (1993), the first civil engineering tests with GPR in
the UK were done in the UK in 1984. Since then the published GPR research has
focused especially on concrete structures (see Millard et al., 1993), pavement testing
(Ballard, 1992, 1993; Daniels, 1996) and, recently, railway surveys (see Clark et al.,
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2003a). In France, the main focus was on pavement testing (see Daniels, 1996). In
the Netherlands, the main application on roads has been layer thickness measure-
ments (Hopman and Beuving, 2002). In other parts of the world GPR techniques
have been used for monitoring roads in more than 20 countries, and according to
the knowledge of the author, GPR surveys on roads are quite widely used in
Australia, Canada, China, Estonia, Germany, Italy, Lithuania, New Zealand, Spain,
Sweden, Switzerland and the UK.

Currently among the geophysical engineering tools that provide information
about the physical properties of a site which in turn can be related to highway
problems GPR has the greatest number of applications (Anderson and Ismael,
2002). In traffic infrastructure surveys the major advantages of GPR testing are
continuous profile, speed and accuracy. According to Hall et al. (2002), it continues
to be the only technology that can provide meaningful subsurface information at
close to highway speed. Its disadvantages include the complexity of the GPR data,
and as such good software products are needed to make the GPR signals mean-
ingful to engineers (Saarenketo and Scullion, 2000; Hall et al., 2002).

13.2. GPR HARDWARE AND ACCESSORIES

13.2.1. General

The GPR systems used in road surveys are mainly impulse radars, but recently stepped
frequency radar systems have also been tested in road surveys (Dérobert et al., 2001,
2002a; Eide, 2002). The GPR hardware, mounted on a survey van and used in
traffic infrastructure surveys normally have the following components: (1) ground-
coupled and/or air-coupled antennas with transmitter/receiver electronics; (2) cables;
(3) GPR control unit; (4) pulse encoder and other positioning units; and (5) accessory
equipment. Normally a GPR road survey unit has an additional control unit, normally
a PC, to facilitate the combined use of GPR and accessory equipment or make log
files that allow subsequent linking of the data sets to one another (Figure 13.1).

Air-coupled
antenna

Ground-coupled 
antenna

Encoder

Drilling
equipment

Control
unit

GPR
Control

unit

Video GPS

Power
supply

Figure 13.1 AGPR system for road surveys. Antennas are normally mounted in front of the
car, which allows the driver to control and maneuver the antennas and add markers precisely
when the antenna passes reference points.
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13.2.2. Air-coupled systems

The air-coupled GPR systems are increasingly being used for evaluation of the
upper part of the pavement structure. They produce relatively clean signals and can
operate at close to highway speed. Furthermore, with defect-free pavements the
signals can be processed to compute both layer thickness and layer dielectrics
(Saarenketo and Scullion, 2000). Air-coupled antenna systems are pulse radar
systems, and they generally operate in the range from 500MHz to 2.5GHz, the
most common central frequency being 1.0GHz. Their depth penetration is typi-
cally 0.5–0.9m. During data acquisition these antennas are suspended 0.3–0.5m
above the pavement surface. Most air-coupled antenna types are transverse electro-
magnetic (TEM) horn antennas but hemispherical butterfly dipole (HBD) types
have also been used in road surveys.

The greatest advantage of air-coupled systems is, because antenna coupling does
not change with the changes in pavement properties, their repeatability, which
allows them to be used for measuring changes in material properties for instance in
asphalt quality control surveys (Saarenketo, 1998). Another advantage is, because
they are mounted above the pavement, data collection can be done at full speed
(up to 100 kmhr�1) without interfering with traffic. That is why air-coupled
systems are recommended to be used in network level PMS surveys in Germany
(Golgowski, 2003). Currently horn antenna-type air-coupled systems are manu-
factured by GSSI, Penetradar; Pulse Radar and Wavebounce, all from the USA,
and butterfly dipole systems by Radar Team Sweden Ab. Other air-coupled
systems reported by Hopman and Beuving (2002) to be in use in pavement surveys
in the Netherlands are Euradar and IRIS.

The Texas Transportation Institute has conducted a large amount of research
and development work both in improving air-coupled system performance and in
specifications as well as developing new pavement-testing applications (see Lau
et al., 1992; Scullion et al., 1992; Scullion et al., 1994; Scullion et al., 1997;
Scullion, 2001).

13.2.3. Ground-coupled systems

Ground-coupled antennas operate in a wide range of central frequencies from 80 to
1500MHz, and the signal penetration in traffic infrastructure surveys can be up to
20–30m. During data acquisition these antennas maintain contact with pavement
or they are suspended just above it. If they are not in contact, the distance to
structure surface must be kept constant because the coupling changes as a function
of distance. The clear advantage of ground-coupled systems is the better signal
penetration compared with that of air-coupled systems, although surface coupling
and antenna ringing present problems, which make it difficult to obtain any
quantitative information from the near surface without signal processing. Another
advantage is better vertical resolution compared with air-coupled antenna systems,
which allows these antennas to be used, for example, to detect pavement cracks,
cables and reinforcement bars in concrete structures. Data collection speed with
ground-coupled systems is normally 5–30 km hr�1.
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The leading commercial manufacturers of ground-coupled antennas used in
road, airport and railway surveys are GSSI (USA), IDS (Italy), MALA (Sweden),
Penetradar (USA), Sensors and Software (Canada) and UTSI Electronics (UK).

13.2.4. Antenna configurations

Most GPR antennas used in traffic infrastructure surveys are bistatic even though
the antenna elements are mainly installed in the same antenna box with transmitter
and receiver electronics. Bistatic antennas in different boxes have the advantage that
they can be used for determining the dielectric properties of the pavement structure
using, for example wide angle reflection and refraction (WARR) or common mid
point (CMP)-sounding techniques, but these sounding techniques can also be used
with multichannel GPR systems.

Due to the rapid development of data processors and data storage capabil-
ities, multichannel systems are more and more popular in road surveys. There
are several advantages, when data are collected using several antennas simulta-
neously: (1) high-frequency antennas with good resolution near the pavement
surface and lower frequency antennas with greater signal penetration can be
used at the same time, (2) multiple channels allow the use of antenna array
techniques to determine signal velocities (Davis et al., 1994; Mesher et al.,
1995; Emilsson et al., 2002) and (3) multichannel systems allow data collection
using many antennas with same frequency to collect several survey lines simul-
taneously which facilitates the preparation of a 3D model of the surveyed
structures (Davidson and Chase, 1998; Manacorda et al., 2002), or the config-
uration can be a mixture of any of these three. Figure 13.2 presents different
GPR antenna systems used in road surveys.

13.2.5. Antenna and GPR system testing

One problem with GPR hardware systems is that all the systems are unique, and
especially in the early 1990s, there were major differences when different systems
using the same model of antenna were compared on the same test track. The other
problem was that antennas’ performance was changing over time, and GPR users
had difficulty testing if their older GPR systems were still functioning accurately in
the field. The accuracy of GPR is especially important in asphalt quality control
surveys because large fines can be imposed on asphalt contractors based on the GPR
survey results.

To compare the performance of different GPR systems, the Texas Department
of Transportation (TxDOT) requested that the Texas Transportation Institute
develop a series of performance specifications for 1.0GHz air-coupled systems
(Scullion et al., 1996). The proposed tests were (1) noise-to-signal ratio (N/S
ratio), (2) signal stability (amplitude and time jitters), (3) travel-time linearity,
(4) long-term stability (time widow shifting and amplitude stability) and (5) pene-
tration depth. All of these tests, except the penetration depth test, have become
common methods for testing air-coupled antenna systems; these tests can also be
done with ground-coupled systems.
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13.2.6. Accessory equipment

There are many different accessories that can be used with GPR systems in traffic
infrastructure surveys, but the two most popular systems, used on most survey
vehicles, are digital video systems and GPS. A third recommended accessory is a
drilling system for taking reference samples.

Digital video allows the interpreter to see the antenna’s surroundings during
data collection, which further helps in comprehension of the GPR signal which in
turn leads to more accurate interpretations of the structure or individual reflectors
such as a culvert. Video is especially useful in pavement rehabilitation projects or
forensic surveys where it is important to correctly diagnose the reasons for a defect.
Infrared thermography cameras have also been used together with the collection of
GPR data especially on bridge decks and concrete runways (Manning and Holt,
1986; Maser and Roddis, 1990; Weil, 1992). Recently, infrared thermal cameras
and temperature sensors have been used together with GPR in asphalt quality
control (Sebesta and Scullion, 2002b) and on railways (Clark et al., 2004).

Another, almost compulsory, system in traffic infrastructure surveys is a global
positioning system (GPS) because, in most cases, the survey results need to be
projected onto a survey line. This line is mainly a road register address that is

(a) (b)

(c) (d)

Figure 13.2 Different GPR systems and antenna configurations used in road surveys. Photo
(a) presents a multichannel stepped frequency radar by 3D Radar from Norway; photo
(b) presents a100MHzGSSI ground-coupled antenna and a1.0GHz PulseRadar antenna used by
theTexasTransportation Institute (TTI); photo (c) presents a Canadian Road Radar system that
has a horn antenna system and a multichannel ground-coupled antenna array (see Davis et al.,
1994), and photo (d) presents amultichannel air-coupled horn antenna systembyPenetradar.
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calculated to the road centre because when data are collected from the outer lane or
even the outer wheelpath in two-lane roads there are distance shifts on curves.
Good-quality GPS data permit distance data corrections and comparison of data
collected from different lanes. Also, a GPS system with accurate z-coordinates helps
interpreters and pavement engineers to better understand the GPR data. A GPS
system is also very useful when data are collected from wide areas with no specific
visual position referencing such as airport runways and taxiways. Normally GPS
coordinates are linked with GPR scan numbers, and data-processing software is
used to make distance corrections.

There are also many types of road survey vans that have integrated different
measurement devices into the same vehicle. Profilometers and pavement distress-
mapping systems especially have been instrumented together with GPR into the
same van. Some attempts have also been made to integrate GPR system into a
falling weight deflectometer (FWD) vehicle.

13.3. DATA COLLECTION

13.3.1. General

GPR survey design is a process where close co-operation between the customer
and the GPR survey contractor is strongly recommended. If the customer manages
the project through a competition between different GPR contractors, then
detailed project descriptions and GPR specification documents are necessary in
the tender documents (see Golgowski, 2003).

The key issue in the project description is a detailed outline of the nature of the
problem with which the survey is concerned. The textbook Ground Penetrating
Radar (1992) provides a checklist of points that customers and GPR consultants
should resolve before the survey contract is signed.

In planning a GPR survey, the number of survey lines should be defined. In
routine road surveys, one longitudinal survey line is made and most commonly, in
two-lane roads, the right wheelpath of the right lane (increasing road data bank
distance) is used. However, recent results suggest that in asphalt quality control
surveys utilizing a horn antenna, data should be collected from between the
wheelpaths because of the effects of compaction on the wheelpaths caused by
heavy traffic (Saarenketo, 2006). If a two antenna system with one air-coupled
and one ground-coupled antenna is used, they can be placed in a line or beside each
other in which case the ground-coupled antenna should be placed to measure
between the wheelpaths. In railway surveys, if only one line is to be measured, it
should be done between the rails, but in many surveys data are also collected from
both sides of the rails. In bridge deck surveys the recommended interval between
survey lines is 0.5m.

Cross sections always provide very useful information concerning the road
structures and help with the understanding of road failure mechanisms but on
highly trafficked roads data collection is especially difficult and dangerous and, as
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such, special safety arrangements are a requirement. With new 3D GPR techni-
ques, analysing road structures through cross sections will become much easier.

Collection of GPR data does have some weather restrictions. Collecting data
during the rainfall or when the pavement is wet is not recommended. When
collecting the data with air-coupled antenna systems for quality control purposes
the pavement must be very dry with no visual moist spots, and the pavement
temperature should be above 0�C if dielectric information is to be used in the
analysis. On the other hand, GPR data collection with ground-coupled antennas
during the winter can provide even better results especially on gravel roads, because
the frozen wearing course with dust-binding chlorides, which increases electrical
conductivity, will not cause so much increased attenuation (Figure 13.3). On high
traffic volume roads, airports and busy railways data are often collected during the
night. This does not cause any problems other than video data collection cannot be
carried out at the same time.

To collect good-quality data, the collection speed should be kept as slow as
possible without interfering too much with traffic. Higher collection speed reduces
the accuracy of the results. Hopman and Beuwing (2002) have compared GPR data
collected by Dutch GPR contractors at different speeds with the drill core data and
according to the results mean error at low speedwas 5%while at a speed of 80 km hr�1

the error was 9%.
The influence of surface roughness has also been discussed in some papers. Davis

et al. (1994) suggest that roughness decreases the amplitude of the reflected signal
from the pavement. Spagnolini (1997) discusses the scattering of the electromag-
netic (EM) waves on rough surfaces but concludes that the phenomenon can be
taken into account during the data processing.
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Figure 13.3 A gravel road section from theVaasa area in Finland measured using a 400-MHz
ground-coupled antenna in summer (a) and inwinter during the time of maximum frost depth
(b). The GPR data collected during the winter shows 0.5m thick road structures while it is
quite impossible to define them in the summer data.Winter data also present, very clearly, the
frost line as well as the presence of segregation ice (ice lenses) that cause differential frost heave
and spring thaw-weakening problems in the road.
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13.3.2. Data collection setups and files

Data collection setups can be site and problem specific, for instance the number of
samples from bridges is much higher than from roads. However, the following
setups have proven to provide good quality GPR data.

When measuring longitudinal sections on roads, railways and airports a good
sampling density is 10 scan m�1 for both air-coupled and ground-coupled systems.
This sampling density provides information about cracks and crack propagation in
pavement (Scullion and Saarenketo, 1995) and segregation and enables detection of
point-like objects such as cables and pipes. When measuring cross sections on roads or
conducting bridge deck surveys the recommended sampling density is 40 scan m�1.

The gain setting on air-coupled systems should be one-point gain (flat gain)
because amplitude parameters are used in GPR analysis. The metal plate reflection
sets a limit for the maximum gain with air-coupled antennas. With ground-coupled
systems, gain with several gain points can be used but the gain curve should be
smooth. The recommended interval between gain points is 20 ns. The most
common mistake during data collection on roads is that too much gain has been
used and there is clipping of the GPR signal. Most GPR data collection software
packages have an ‘autogain’, but this feature should not be used. The optimal gain
settings for each pavement type or bridge deck can be determined through testing;
once defined these settings should be stored in the memory of the control unit.
During data collection it may appear that the gain is not high enough but when the
data density is 16 bit these problems can be handled with post-processing software
packages. New GPR control units have high data-storage capacity and thus 8-bit
sampling is no longer recommended. The recommended sample/scan density is
512 in most traffic infrastructure surveys.

During the data collection it is recommended that certain filters, to remove
noise and ringing from the data, be used. However, this filtering should be very
light so that actual structural or point-like object reflections are not removed. It
should also be kept in mind that filtering can be done afterwards and many GPR
systems, such as MALA, record only raw data during the data collection. However,
if the filtering is done the following filter setting have proven to work well:

• Ground-coupled antennas: IIR filters with high-pass filter one-fifth of the central
frequency and low-pass filter �5 central frequency (i.e. with 400MHz antenna
HP 80MHz and LP 2500MHz);

• Air-coupled antennas: FIR filters with high-pass filter one-half of the central
frequency and low-pass filters �3 central frequency (i.e. with 1.0GHz antenna
HP 500MHz and LP 3.0GHz).

Each GPR manufacturer has their own recommendations regarding filter
settings.

The measurement time depends on the target under examination, but normally
a 20-ns time range has been used with high-frequency pavement radar systems,
where at least a 12-ns time window is collected from the pavement structure. With
400–600MHz ground-coupled systems normally time window of 60 or 80 ns is
used. With lower frequency antennas the time window should be defined based on
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the target depth of the survey so that the window should be about one-third longer
than the maximum calculated depth.

When defining the position of a time window it is important that with air-
coupled systems direct pulse from transmitter to receiver is collected because this
pulse is used as a reference pulse in most post-processing software packages. When
selecting a time window with ground-coupled systems it has to be ensured that the
surface reflection is within the window. This can be checked with an antenna-
lifting test (Figure 13.4) that should be done after each survey session. Because of
coupling, it is difficult to define the correct surface reflection in the data-processing
phase and lifting test provides a solution for this problem.

When collecting air-coupled data a static metal plate reflection should always be
collected (Figure 13.4). In this survey a metal plate (about 100� 100 cm) is placed
under the antenna and 100–200 scans are collected. It is highly recommended that this
be done before and after the survey, but at the very least after the survey. Depending
on the antenna quality, the so-called air pulse should also be collected. To do this, the
antenna is pointed upwards or sideways and a GPR signal without any reflections in
the time window is collected. A third data file that is required to be collected is a
height-calibration file, which is used to correct the reflection amplitude as a function
of the antenna’s height above the ground. Placing a metal plate under the antenna at
different depths is one method of preparing a height-calibration file. Calibration can
also be done using the so-called bouncing test whereby the road survey vehicle is
bounced while the metal plate reflection is collected (Figure 13.4).

Before starting the data collection with most antennas, especially with air-coupled
antennas, it is important to allow an antenna to warm up at least 15–20min to avoid
amplitude and time drift of the GPR signal during data collection.

13.3.3. Positioning

Accurate positioning of the GPR data is the most important thing in the data
collection process. Data with incorrect referencing are worthless to the customer
and damaging for the GPR industry. A great number of GPR tests on roads have
been classified as failures when the GPR data was compared with the ground truth

(a) (b) (c)

Figure 13.4 GPR antenna calibration tests before or after data collection: photo (a) presents
the lifting test for a ground-coupled antenna, photo (b) the metal plate test for a horn antenna
and photo (c) the antenna-bouncing test for a horn antenna.
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data; many of these failures have originated from false positioning – either from
GPR or from reference sampling.

Positioning can be done (1) using encoders that control the sampling interval,
(2) adding markers to the GPR data at known reference points and (3) using GPS
techniques. Digital video linked to GPR scan numbers also helps to ensure correct
positioning. The best way is to use all these methods in combination. Encoders should
be installed on vehicle wheels or distance measurement instruments. The so-called
fifth wheel systems have proven to be unreliable because of bouncing or movement
in sharp curves. Markers should be inserted in the data at known reference points,
such as culverts, bridge joints and access road intersections. Starting and ending
place of the survey should be always marked on the road with road paint. On a
short special survey section, such as bridge deck or forensic surveys, it is recommended
that reference points be painted on the pavement at 20–100m intervals and markers
be inserted at these points. In routine road surveys, it is recommended that surveys be
started and ended at known road registry-referencing points.

Especially in bridge deck surveys accurate positioning in the transverse direction
is also extremely critical and to do this different kinds of aiming systems, such as
painted marks, lasers or video cameras have been used successfully.

Over the last few years, there has been a fast development of GPS technology
that has significantly increased the accuracy of the positioning. With a standard
differential GPS system, it is easy to gain +1m accuracy, while with the latest
virtual reference station (VRS) that uses both GPS and Glonass satellites the
accuracy of the GPR survey can be improved to +0.05m.

13.3.4. Reference sampling

In many projects, collecting reference samples at the same time as the GPR data are
recommended, and if this is not possible it is recommended that the GPR crew mark
the points for reference sampling on the road. The problem with this technique is,
however, that preliminary data processing has to be carried out in the field.

In network level surveys and rehabilitation projects the points for reference
samples should be selected from sections that present typical structures in the survey
project. These points should be selected from sections where there are no changes
in structure thickness at least +10m around the point. This ensures that there will
be no errors in backcalculating dielectric values for each layer. Other points for
reference sampling are anomalous areas indicating possible structural problems
where samples can be taken to verify the problem and its severity.

13.4. DATA PROCESSING AND INTERPRETATION

13.4.1. General

GPR data-preprocessing, interpretation and visualization software for roads are
used for detecting layer interfaces and individual objects from the GPR data and
transforming the GPR data time scale into depth scale.
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Despite the fact that computer processors are becoming more efficient and GPR
software packages are becoming more user friendly, the processing and interpreta-
tion of the GPR data from roads, railways and airports is still the most time-
consuming phase and an interpreter’s skills play a key role in the success of a
GPR project. GPR data processing can be divided into four phases: (1) preproces-
sing, (2) data processing, (3) interpretation and visualization and (4) reporting.
During recent years, many software packages have developed new features allowing
integration and viewing of other road survey data, video and also facilitate making
road analysis (Roimela et al., 2000) and integrated rehabilitation design (Saarenketo,
2001). Many of the previously mentioned GPR manufacturers are also producing
software packages or modules for road and bridge surveys, but there are also special
commercial packages that have specifically been developed for use in road surveys,
such as ‘‘Road Doctor Pro’’ or ‘‘Road Doctor GPR Pro A’’ by Roadscanners
(Finland) or ‘‘Reflex’’ by Carl Sandmayer (Germany). In addition, many road
research laboratories have developed their own software packages.

13.4.2. GPR data preprocessing

In the preprocessing phase GPR data are edited in such a way that the raw data itself
will not be changed. In this phase the GPR data-editing features normally used are
file reversal (allows comparison of data collected from right and left lane in two-lane
roads or bridges), cutting and combining, and scaling and linking data to GPS
coordinates or to different road address data bases. In the distance-scaling phase it is
important to check that markers match with known landmarks – this can be done
using video and maps, for example. Most of the new GPR software packages for
road data analysis now have project options that allow the interpreter to link several
GPR survey lines to the same project and thus control surveys. Useful project-
handling features often include processing templates to be used with every data file.
In the preprocessing phase other road survey data and ground truth data, such as
drill core data, should also be linked to the project.

Distance scaling is, at its simplest, a phase in which the starting and ending
points and the distance between these points is calculated and the software scales all
the scans between these two points using a constant scale parameter (scan m�1).
The problem with this scaling is distance errors in curves, which can be solved by
using the previously mentioned markers technique and/or using GPS data linked to
scan numbers. Major changes in z-coordinates (height) can also cause problems in
scaling. GPR data-preprocessing software can the calculate real x, y, z coordinates
and distance from starting or reference point to each scan.

In GPR data preprocessing it should be ensured that GPR signal polarity and
colour scales follow certain rules agreed upon by GPR consultants, performing road
surveys, in the early 1990s. In single scan mode a metal plate the maximum peak
(see Figure 13.5) should always point to the right and it should be called as ‘‘positive
reflection’’ (even though it is not necessarily positive) and in line scan format in a
grey scale it should be white and in blue/red colour scale format red. The two
smaller peaks around the ‘‘positive’’ peaks are called negative peaks and in a grey
scale they should be black and in a colour scale they should be blue. The same rule
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also corresponds for ground-coupled systems so that positive (white) reflections are
registered when the lower layer has higher dielectric value and negative (black)
reflections appear when the lower layer has lower dielectric value than the upper
layer. If the polarity is reversed during data collection, it can be changed by
multiplying the GPR signals by a factor of �1. These basic rules allow engineers
to read and compare the data collected from the traffic infrastructure consistently
and help with observation of changes in moisture content in different layers or if the
voids are filled with air or water.

13.4.3. Air-coupled antenna data processing

The different GPR signals needed in each phase of air-coupled data processing are
presented in Figure 13.5 and signal processing is described in detail in different
software manuals. In the first phase a template subtraction is made, that is air pulse is
removed from the metal plate file and from the raw data. It is only necessary to do
this if the direct wave has clutter below the pavement surface level (S). If the air-
coupled antenna signal quality is good and the pulse shape is straight above the
pavement surface reflection this process is not needed and the processing will be
done using only the metal plate reflection. After the metal plate reflection is
defined, the software flattens the changes in the surface reflection caused by
bouncing of the survey vehicle and calculates the dielectric value of the road
surface. Many software packages also improve the surface resolution in this phase
by using different algorithms.

D

S S
P

B

2. End reflection 3. Metal reflection 4. Final pavement
data for interpretation

1. Raw pavement data

Figure 13.5 Different air-coupled antenna signals during the antenna processing. Signal 1
presents raw GPRdata collected from the road,D is a direct signal from transmitter to receiver
and S presents a surface reflection. Signal 2 presents an end reflection, where the antenna is
pointed upwards or down from a dock, for instance, with no reflectors below. Signal 3 presents
a metal reflection signal where the end reflection has been subtracted after the direct wave (see
the straight signal above the surface reflection). Signal 4 presents processed GPRdata ready for
interpretation, where S represents the pavement surface, P presents a reflection from
pavement bottom and B presents a reflector from the bottom of the base course.
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Data filtering should also be done in this processing phase. Different filter settings
can be tested to see if they improve the data quality. After the metal plate calibration
and template subtraction other filters can be used. A special ‘‘background removal’’
filter described by Maijala et al. (1994) has also proven to improve the data quality.
However, the background signal, which is to be removed from the data, has to be
calculated from a road section where structure thickness changes, otherwise structural
data can also be removed. Background removal cannot be used when the dielectric
values of lower layers are calculated using the reflection technique.

13.4.4. Ground-coupled data processing

The basic processing of ground-coupled data in traffic infrastructure surveys nor-
mally has only two steps: (1) defining the pavement surface level and (2) back-
ground removal filtering. The pavement surface level can be defined by using the
lifting test data. In this process the background is removed from the lifting file
leaving only the position of the surface reflection (Figure 13.6). There are also other
techniques to detect this level, also known as the zero level, and Yelf (2004)
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Figure 13.6 Defining the pavement surface reflection position using the lifting test. These
data were produced using a 200-MHz ground-coupled antenna lifted from the pavement
surface. In the case where there is an air gap between the antenna and pavement, before
starting to lift the differencewould have been greater.
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provides a good description and test results of different ways to detect the true time
zero level. Surface coupling also causes problems in the detection of structural layers
near the road surface. A background removal filter is a good solution to this
problem (Figure 13.7). Another processing technique that can be useful in road
survey data analysis is viewing the data in the frequency domain by using a Fourier
transformation, which provides information regarding changes in electrical proper-
ties in structural layers and subgrade soils. Migration has been used occasionally in
bridge deck surveys to filter the hyperbolas caused by the reinforcements. Migra-
tion is also needed when making time slices of the 3D GPR data.

Dielectric dispersion is significant and has to be taken into account when GPR
surveys are carried out in wet soil conditions (see Goodman et al., 1994; Saarenketo,
1998). In wet soils this usually results in the higher frequency components of a pulse
attenuating and propagating faster than the lower frequency components resulting in
pulse broadening (Olhoeft and Capron, 1994). This result causes problems in decon-
volution and migration of the data because the pulse is not in same shape and phase
everywhere.
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Figure 13.7 An example of the effect of background removal in improving the 400MHz
ground-coupled data quality. The top profile is raw data and below is the same data after
background subtraction. The pavement bottom reflection (1.) can easily be defined from the
filtered data, whereas this cannot be done in the raw data. The figure also illustrates how the
polarity of the reflections provides information on the dielectric properties (and moisture) of
the road structures. Positive (white in the middle) reflectors 1 and 2 reveal that the dielectric
value of the base course, below the pavement, and sub-base, below the base course, is higher
than the dielectric value of the layers above. However, reflection 3 has negative polarity (black
in the middle) and this shows that layer 4, which is sandy gravel, has a lower dielectric value
and lower moisture content than the sub-base layer.
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13.4.5. Determining dielectric values or signal velocities

An accurate estimation of layer dielectric values or signal velocities is a key issue in
successful traffic infrastructure GPR data processing. An interpreter, analyzing
traffic infrastructure data, needs information concerning the dielectric properties
of structures and subgrade soils in order to (1) calculate the correct layer thickness
of structural layers and subgrade soil layers, (2) calculate the moisture content,
(3) calculate the asphalt air voids content, (4) estimate the moisture susceptibility
and sensitivity which is directly related to permanent deformation of unbound
materials, (5) estimate the frost susceptibility of subgrade soils, (6) estimate the
compressibility of subgrade soils and (7) estimate the homogeneity and fatigue
of bound layers. In many surveys, especially in quality control/quality assurance
(QC/QA) projects, there are major economic factors attached to the surveys results
and as such there is a requirement for high-quality data.

The traditional method for determining the dielectric value of pavement is
backcalculating the value using reference drill cores. This method is still the most
common especially when using ground-coupled systems. The other very popular
method is surface reflection method (Maser and Scullion, 1991), which can be used
with air-coupled antenna systems. In this method reflection amplitude from the
pavement surface is compared with the metal plate reflection representing a total
reflector. By calculating the amplitudes, it is possible to calculate both layer
dielectrics. Equation (13.1) presents the algorithm for the surface dielectric value
calculation and Equation (13.2) for second layer (base course) surface dielectric
value.
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1 � A1=Am

� �2
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where

"a= the dielectric value of the asphalt surfacing layer
A1= the amplitude of the reflection from the surface
Am= the amplitude of the reflection from a large metal plate (100% reflection case)
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where

"b= the dielectric of the layer 2 (base layer)
A2= the amplitude of reflection from the top of layer 2

These equations have proven to work well for estimating dielectric values for the
first layer in homogenous asphalt pavement and most concrete pavements. Equa-
tion (13.2) assumes that no attenuation of the GPR signal occurs in the surface
layer. This assumption appears to be reasonable for asphalt pavements and also
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provides reasonable dielectric values for the base layer, if the asphalt is thicker than
60mm and there are no thin layers with different dielectric properties on the
bottom of the asphalt on top of the base. However, the computations are less
reliable for certain concrete pavements. To improve this method in the future,
signal attenuation has to be incorporated into the calculation process.

For new or defect-free pavements, the surface and base dielectrics together with
the surface thickness can be calculated easily. The factor, which primarily impacts
the surface dielectric, is the density of the asphalt layer and the factor impacting the
base dielectric is the volumetric moisture content of the base. The GPR reflections
can also be used to judge the homogeneity of the pavement layers.

Another method used in estimating the dielectric values of road structures is the
common middle point (CMP) method (Al-Qadi et al., 2002; Maser, 2002a).
According to Fauchard et al. (2003) this method provides sufficient accuracy of
dielectric values for first two or three layers in road structures. The CMP theory is
described in another chapter of this textbook. Dielectric values have been also
measured using different antenna array techniques (Davis et al., 1994; Emilsson
et al., 2002).

13.4.6. Interpretation – automated vs. user controlled systems

Many efforts, including the use of neural networks, have been made to develop
automatic interpretation software for roads and bridges. However, the results of
these development projects have not been encouraging and have also resulted in
confusion amongst highway engineers. The reason that automatic interpretation
software packages will, most likely, never work on older roads, railways or airports
is that these structures are typically historical structures with discontinuities in
longitudinal, vertical and transverse directions (see Saarenketo and Scullion, 2000;
Hugenschmidt, 2003). Manually controlled semiautomatic interpretation software
used by well-trained and experienced interpretation staff and utilizing different
kinds of reference survey results has proven to be the only reliable solution in traffic
transport infrastructure surveys (Mesher et al., 1996; Roberts and Petroy, 1996;
Saarenketo and Scullion, 2000). The only cases where automatic interpretation
seems to calculate the correct thickness and dielectric values are surveys on new and
defect-free pavements (Saarenketo and Scullion, 2002).

13.4.7. Interpretation of structures and other objects

The interpreter’s knowledge of the road, bridge, railways and airport runway or
taxiway structures and their damage mechanisms play a key role in the interpreta-
tion process. The GPR data are filled with information from reflectors, individual
objects, amplitude anomalies (moisture, attenuation, etc.) and the interpreter has to
select and report on those that are essential to the final report. As such the
interpreter should always, at least, interpret the key structures and, most impor-
tantly, the individual objects found in the data. Based on the goals of the project as
determined in the project design phase, it should be determined what other
structures are to be reported.
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In road and airport runway and taxiway surveys the key structures that should
always be interpreted are (1) bottom of the bound layers (pavement and bound
base), (2) bottom of unbound base, (3) bottom of the entire pavement structure and
(4) bottom of the embankment, if the road is on an embankment. The layer
thickness data are needed to backcalculate layer moduli values from FWD data
(Briggs et al., 1991), and also for dimensioning a new pavement structure. In
addition in routine GPR surveys an estimate of subgrade soil quality should always
be made. If bedrock is close to surface and it can be identified, it should also be
interpreted. Additional information that should be reported is the location of
culverts and bridges and damaged road sections and reasons for the damage. Cables
and pipelines should be reported if this has been written in the contract. With
regard to road structures usually the thickness of the sub-base and filter course and
the location of old road structures should also be reported.

In bridge deck surveys a standard interpretation includes identification of the
following interfaces: (1) pavement bottom, (2) bottom of the protective concrete
(if it exists) and (3) the level of the top reinforcement of the bridge slab. In railway
surveys the key structures are normally (1) ballast, (2) sub-ballast, (3) thickness
of the whole structure and (4) embankment, if it exists.

The exact location in the GPR signal where a layer interface is selected and
followed varies. Most GPR consultants and software use the maximum amplitude
of each reflection. This technique is the most accurate in measuring different layer
thickness, but the interpreter must always be aware of changes in polarity (see
Figure 13.7). Another technique, still in use, is to define the layer interface to the
position where the signal passes the zero amplitude level after the first reflection
peak of that layer. This technique is independent of the changes in signal polarity
between each layer but, on the other hand, easily gives false thickness information if
there are thin layer reflectors near the key interfaces causing overlapping reflections.

Interpretation of a layer interface of new structures is generally a straightforward
process as they are quite easy to identify. Problems however can occur when
dealing with older fatigued structures. Frost action and heavy traffic especially can
cause mixing in the layers such that the layer interfaces are very hard to define
precisely. However, in rehabilitation design surveys it is very important that these
layers are interpreted and usually it is important to report that there might be an
important layer or an object, such as bedrock or old frost insulation board, that the
design engineer should be aware of. Finnish GPR users have agreed on a technique
to distinguish the degree of certainty regarding an interpreted layer (Ground
Penetrating Radar, 1992). With this system GPR consultants can illustrate the
reliability of an interpretation. This classification has three classes (Table 13.1).

Table 13.1 Layer interface identification class (Individual objects about which the interpreter
is uncertain are marked with a question mark (?) after the object description.)

Symbol Degree of distinction

__________ Obvious interface
_ _ _ _ _ _ _ Distinguishable interface (lines longer than spaces)
- - - - - - - Possible interface (spaces longer than lines)
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The easiest option with difficult GPR data cases, such as fuzzy layer interfaces, is to
leave them uninterpreted. However, the professional skill of an interpreter is reflected
in how well one can identify these layers, and in Finland, according to Finnish GPR
specifications, it is required that all of the layers be interpreted (Saarenketo, 2006).

During the interpretation the layer thickness should be always verified with
drilling and sampling data and crosschecked with the GPR data to see if the
interpreted layers match with the ground truth thickness information.

13.5. INTEGRATED GPR DATA ANALYSIS WITH OTHER ROAD
SURVEY DATA

13.5.1. General

As with many other geophysical applications GPR survey results become much
more easier to adopt and results are more reliable if there is other supporting
data available when analyzing the data. Roads can be surveyed using several other
non-destructive techniques, such as FWDs, and profilometers and combining GPR
with other non-destructive road survey techniques provides a powerful tool for
diagnosing current pavement problems and selecting the optimum repair technique
(Saarenketo, 1999; Roimela et al., 2000; Saarenketo, 2001; Johansson et al., 2005).
Integrated analysis has also been used in estimating the need for load restrictions on
low-volume roads (see Mohajeri, 2002; Saarenketo and Aho, 2005).

13.5.2. GPR and FWD

The integrated analysis of GPR and FWD data, used in support of one another,
offers many advantages for pavement evaluation. Especially FWD data backcalcula-
tions require the kind of accurate pavement structure thickness information that
GPR can provide (Briggs et al., 1991; Lenngren et al., 2000; Al-Qadi et al., 2003a;
Noureldin et al., 2003). Saeed and Hall (2002) compared several testing methods
for characterizing the in situ properties of pavement materials. The best combina-
tion was FWD and GPR. Noureldin et al. (2003) also recommend that FWD and
GPR be used as part of the Indiana Department of Transportation’s pavement
management system. Using moduli values backcalculated from the FWD data and
GPR thickness data it is also possible to check the quality of the GPR interpretation
and, based on the GPR profile, ignore those FWD data points that were collected
from points that do not represent the structure well. In pavement condition
evaluation the FWD data helps to verify disintegration in the pavement layers
and/or check if the problems are related to the base course or sub-base (Saarenketo
et al., 2000). GPR data can be used to locate water susceptible base course sections
where the FWD data, collected during dry summer months, would not indicate
any problems. The FWD data provide valuable information for GPR analysis about
the subgrade soil type. In addition, the shape of the deflection bowl in combination
with the GPR data indicates immediately if bedrock is present and close to the
surface or if the road has been constructed over peat. Using FWD backcalculation
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software or by using other subgrade moduli calculation methods it is also possible to
estimate with GPR data where the road has been constructed on peat, silt or clay or
sand and gravel (Saarenketo, 2001)

13.5.3. Profilometer data

Road profilometers are used to measure parameters, which describe longitudinal
and transverse evenness and the cross fall of a road surface. The most common
parameter describing the longitudinal evenness is called International Roughness
Index (IRI) and transverse evenness is described with different rut depth para-
meters. Analyzing GPR data with profilometer data helps interpretation personnel
to locate problem areas and identify the reason for the problems, for instance
whether problems are due to differential frost heave or settlements or caused by
permanent deformation because of moisture susceptible road materials.

If profilometer data are not available and information on the unevenness of
the road is needed a good indicator for sections with unevenness problems is the
air-coupled antenna height file, which can be calculated from the raw data. The
data from this file present the height of the air-coupled antenna from the pavement
surface and changes in this height demonstrate areas where the survey vehicle has
been driving over uneven spots on pavement (Figure 13.8).
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In the future, profilometers or road surface scanners will be used with multi-
channel GPR systems to prepare 3D models of roads, railways and airports.

13.5.4. GPS, digital video and photos

GPS data are mainly used to position the measurements correctly but it also helps
with interpretation. If the correct GPS z-coordinates are available and the software
has a topography correction feature, this helps an interpreter to check that the
interpretation is logical (Figure 13.9). If the GPR data are linked with GPS
coordinates the GPR survey line can be linked to geological maps, like soil maps,
and this helps with verification of the subgrade soil quality.

As previously mentioned, having video with the GPR data is a ‘‘must’’ for most
organizations performing GPR surveys on roads, railways and airports. Because,
without digital video, it is very difficult to know whether the structures are on an
embankment or a road cut. Video also helps to identify problems related to drainage
and the presence of bedrock. Video shows the pavement damage and helps the
interpreter to make a correct diagnosis of the problems. Video can be viewed from
a separate video player, but the best option is when digital video is linked with the
GPR data.

Digital photos are also useful during interpretation. Detailed photos of the drill
cores have been especially useful during the interpretation.
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13.5.5. Other data

Road, railway and airport authorities have many kinds of databases, and these data
are often very useful in GPR data analysis. An interpretation can be greatly
improved if an interpreter has access to pavement distress and condition databases,
paving history and thickness databases

In special projects it is worthwhile collecting other geophysical data to support
the GPR data interpretation (see Wilson and Garman, 2002). Electrical resistivity
sounding or profiling data support the GPR analysis if the GPR signal has penetra-
tion problems because of high conductivity of subgrade soils. Resistivity profiles
help with identification of soil types and their moisture contents. Soil type
and moisture content can also be verified through measurement of soil dielectric
value and electrical conductivity data collected using a dielectric probe, such as a
Percometer (Saarenketo, 1995, 2001). EM measurements have aided in the identi-
fication of cables and other objects under the pavement.

13.6. GPR APPLICATIONS ON ROADS AND STREETS

13.6.1. General

GPR applications on roads and streets can be divided roughly into four main
categories: (1) surveys carried out in design of a new road, (2) surveys needed for
the rehabilitation design of an existing road, (3) quality control or quality assurance
surveys on a road project and (4) surveys for pavement management systems
and similar purposes (see Saarenketo, 1992; Fernando et al., 1994; Hugenschmidt
et al., 1996; Scullion and Saarenketo, 1998; Saarenketo and Scullion, 2000;
Saarenketo, 2001; Scullion, 2001; Maser, 2002a,b; Ahmed et al., 2003; Al-Qadi
et al., 2003c; Johansson et al., 2005). GPR can provide different types of information
regarding the bound and unbound pavement structures, subgrade soils, moisture
contents and other features of interest to these projects. A general description of
each application is given in the following sections.

13.6.2. Subgrade surveys, site investigations

Subgrade surveys and site investigations with GPR have been classified into the
following three categories (Saarenketo and Scullion, 1994): (1) new road alignment
and site investigations, (2) strengthening and widening of an existing road, and
(3) using the existing road as an information source for the design of a new roadway
alongside the existing road. In each case the basic problem is similar, but the way in
which the GPR techniques are applied varies.

13.6.2.1. Subgrade quality and presence of bedrock
When evaluating the subgrade soil type in road projects it is usually quite easy to
identify coarse grained gravel, sand and glacial till soils from the GPR data. GPR
also works well for identifying most organic peat soils (Ulriksen, 1982; Doolittle
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and Rebertus, 1988; Ground Penetrating Radar, 1992; Saarenketo et al., 1992).
GPR signals have relatively good signal penetration in most silty soils, but problems
arise when surveys are carried out on clay soils. In Scandinavia, GPR signal
penetration in clay soil areas is normally about 2m, which is adequate for cable
and pipeline surveys but not for highway design purposes. In the USA, penetration
depth depends on the mineralogy and clay content of the soils. According to
Doolittle and Rebertus (1988) a penetration depth of 5m has been achieved in
areas of Site Oxidic soils, while radar signals penetrate only 0.15m in Vaiden type
Montmorillonitic soils.

In many cases the soil type can be determined from the GPR data, because each
soil has its own specific geological structure, dielectric, and electrical conductivity
properties (see Saarenketo, 1998; Benedetto and Benedetto, 2002); these properties
produce a special ‘‘finger print texture’’ in a GPR profile. Soil type evaluations
always require some ground truth data to confirm the GPR interpretation. Excel-
lent supporting information can also be obtained from the FWD survey data.

In road surveys GPR information concerning the depth of overburden and
location of bedrock is used in the design of grade lines, or in design against uneven
frost heave and other specific technical problems (Saarenketo and Scullion, 2000;
Fish, 2002). If the bedrock is close to the surface, the GPR interpretation can
be confirmed with the FWD deflection bowl shape and FWD backcalculation
algorithms (Scullion and Saarenketo, 1999; Saarenketo and Scullion, 2000). If GPR
surveys are performed in the wintertime, the areas of bedrock closer to the surface
than the frost level are easy to identify because there are no frost line reflections in
the bedrock in the radar profile. GPR also allows observation of bedrock stratifica-
tion and major fracture zones when evaluating the stability of highway cutting walls
(Saarenketo, 1992; Fish, 2002). Similar information can also be obtained in high-
way tunnel surveys where both ground-coupled and drill-hole antennas have been
used (Westerdahl et al., 1992).

When calculating the thickness of subgrade soil layers, it should be kept in mind
that dielectric properties of soil correlate highly with water content and type of water
in the soils. In soil surveys dielectric dispersion is quite significant, and different
dielectric values will be obtained if the measurements are performed with 400MHz
and 1.5GHz antennas (see Saarenketo, 1998; Benedetto and Benedetto, 2002).

13.6.2.2. Soil moisture and frost susceptibility
Moisture content has a great effect on the strength and deformation properties of
the road structure and subgrade soils. Information about the subgrade soil moisture
content is needed when estimating the stability (Ékes and Friele, 2004) and
compressibility of subgrade soils ( Jung et al., 2004), when designing highways in
areas with expansive clays and when evaluating their frost susceptibility. In soils
with low moisture content suction, which generates tension in the pore water
between soil particles, can increase the stiffness of soils and unbound aggregates and
lead to high modulus values, but when moisture content increases suction decreases
(Fredlund and Rahardjo, 1993). At high moisture content positive pore water
pressure can decrease the material resistance to permanent deformation.
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In the case of widening and/or strengthening an existing highway, or when
constructing new lanes, the best information regarding changes in the compressi-
bility of the subgrade soil can be obtained directly by surveying the existing road
with GPR. This technique is especially useful when estimating the extent of
settlements in a new road and when designing preloading embankments over
clay, silt or peat subgrade (Saarenketo et al., 1992; Saarenketo and Scullion, 2000).

The GPR technique has been used to locate road sections with excess moisture
in the subgrade and help pavement engineers to design proper drainage (Wimsatt
et al., 1998).

A GPR profile can present areas, where frost action has caused damage to the road.
The damage, or early phase frost fatigue, can be observed as permanent deformation
of road structures taking place during the spring frost thawing period or in the form of
an uneven frost heave related to subgrade soil and moisture transition areas, or to the
presence of bedrock or boulders. Structural elements in the road body, such as
culverts, have also caused surface damage if the transition wedges have not been
properly constructed (see Figure 13.8) (Saarenketo and Scullion, 2000).

Frost susceptibility is also closely related to the moisture content and drainage
characteristics of the subgrade, which can be estimated with GPR and other dielectric
measurement devices. Saarenketo (1995) has proposed a frost susceptibility and
compressibility classification for the subgrade soils in Finland, which is based on in
situ measurements of dielectric value and electrical conductivity. The evaluation of
potential frost action areas and presence of segregation ice using GPR can be
performed in winter when the frost has penetrated the subgrade soil and when the
dielectric value of frozen soils is closer to the relative dielectric value of frozen water
(3.6–4.0). When analyzing the GPR data the interpreter has to pay attention to the
following phenomena: (1) the appearance of the frozen/non-frozen soil interface
reflection, (2) the depth of the frost table and clarity of the reflection, and (3) the effect
of the frost action upon the road structures (see Saarenketo and Scullion, 1994;
Saarenketo, 1995; Saarenketo, 1999). If the frost level cannot be identified from the
radar data, then the subgrade soils have a low dielectric value and thus are non-frost
susceptible. If the reflection from the frost level is very clear in the GPR data, then the
frost has penetrated the subgrade without forming segregation ice lenses that cause
frost heave. High and uneven frost heave can be found in areas where the frost level
comes close to the surface (see Figure 13.3) (Saarenketo and Scullion, 2000).

Saarenketo and Scullion (2000) have proposed a quality assessment of the
strength and deformation and frost-susceptibility properties of soils and unbound
road materials based on their dielectric properties, which is presented in Table 13.2
(see also Hänninen and Sutinen, 1994; Hänninen, 1997).

13.6.2.3. Other subgrade applications
GPR has great potential for aggregate prospecting (Saarenketo and Maijala, 1994;
Cardimona and Newton, 2002). GPR techniques have also been used to locate
sinkholes (Beck and Ronen, 1994; Saarenketo and Scullion, 1994; Casas et al.,
1996; Geraads and Omnes, 2002; Wilson and Garman, 2002) and washouts under
the road (Adams et al., 1998; Lewis et al., 2002). After locating the areas of voids,
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GPR has also been used to monitor the injection of grout into the voids (Ballard,
1992). Another GPR application related to subgrade surveys is locating under-
ground utilities under an existing road (Bae et al., 1996). Numerous authors have
also had success with detecting buried tanks close to the edge of existing pavement
structures prior to widening of the highway.

13.6.3. Unbound pavement structures

Unbound pavement structures are situated between the subgrade soil and top
bound layers. Unbound pavement structure is normally made of crushed gravel,
crushed hard rock, ballast or macadam and non-frost susceptible and non-water
susceptible natural soils, such as gravel and sand. The key road structures in which
these materials are used are presented in Section 13.4.7. The accuracy of base layer
thickness measurements using GPR have been reported to be close to 8–12%
(Al-Qadi et al., 2002; Maser, 2002b).

The base course layer, made of unbound aggregates, which supports asphalt or
concrete pavement is one of the most critical layers in a road structure. A series of
research projects has been carried out in Finland and Texas where the relationship
of the dielectric properties of Finnish and Texas base materials to their water
content and strength and deformation properties was studied using a dynamic
cone penetration (DCP) test, dynamic triaxial tests and a permanent deformation
test (see Saarenketo and Scullion, 1995, 1996; Saarenketo et al., 1998; Kolisoja
et al., 2002). A special tube suction laboratory test, based on the dielectric measure-
ments of the material at its moisture equilibrium level, was also developed in order
to test the moisture susceptibility of road materials (Saarenketo and Scullion, 1995;
Scullion and Saarenketo, 1997; Syed et al., 2000; Kolisoja et al., 2002).

The results from the surveys have shown that the dielectric value, which is a
measure of how well the water molecules are arranged around and between the
aggregate mineral surfaces and how much free water or ‘‘loosely bound water’’ exists
in materials, is a much better indicator of the strength and deformation properties of
road aggregates than the moisture content. Each aggregate type has a unique relation-
ship between material dielectric and moisture content. Furthermore, high dielectric

Table 13.2 Quality assessment of mineral soils and unbound road materials according to
their dielectric properties

Dielectric
value

Interpretation

4–9 Dry and non-frost susceptible soils and road material, in most cases good
bearing capacity (excluding some sands)

9–16 Moist and slightly frost susceptible soil, reduced but in most cases adequate
bearing capacity

16–28 Highly frost susceptible and water susceptible soil, low bearing capacity, under
repeated dynamic load positive water pressure causes permanent
deformation

28– Plastic and unstable soil
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values (9–16, >16), calculated from the GPR data, for example, are good indicators
for potential problems in the layer (Saarenketo et al., 1998; Saarenketo and Scullion,
2000; Scullion, 2001; Scullion and Saarenketo, 2002).

13.6.4. Bound pavement structures and wearing courses

13.6.4.1. Bound structures
The top part of the pavement structure of roads and airfields is mainly made of the so-
called bound materials. These bound layers can be bound base course, pavement and
wearing course – or only one of them. The most common binding agents in road
pavements are bitumen (asphalt) and cement (concrete), but other agents have also
been usedmarginally. Gravel road-wearing course is defined as an ‘‘unbound’’ layer or
‘‘water bound’’ layer but related GPR applications are also described in this chapter.

13.6.4.2. Bituminous pavement thickness and moisture
The GPR pavement thickness data have been collected for (1) network level surveys
where thickness is required for pavement management system (PMS) data bases, (2) to
supplement FWD data in calculation of layer moduli, (3) pavement design purposes,
e.g. divide road into homogenous sub-sections, or to check if the pavement is thick
enough for recycling milling and (4) for quality control purposes (see Briggs et al.,
1991; Fernando et al., 1994; Saarenketo, 1997; Saarenketo and Roimela, 1998;
Scullion and Saarenketo, 1998; Berthelot et al., 2001; Maser, 2002b; Saeed and Hall,
2002; Sebesta and Scullion, 2002a,b; Hugenschmidt, 2003; Noureldin et al., 2003).

Using the techniques for new pavements described earlier the accuracy of GPR
thickness predictions has been around 3–5%, without taking a validation core. The
highest accuracy has been reported by Maser et al. (2003), who tested both the horn
antenna technique and the ground-coupled antenna with CMP technique on
quality assurance on new asphalt pavements and reported an accuracy of 2.5mm.
The problem with older pavement, when using the surface reflection technique, is
that the surface dielectric value of the pavement is estimated from the asphalt
surface and this can sometimes lead to overestimation of asphalt thickness (see
Al-Qadi et al., 2002). As such validation cores are recommended for older pave-
ments (see Maser and Scullion, 1991; Morey, 1998; Maser, 2002b; Saarenketo and
Scullion, 2000) with the accuracy then varying between 5 and 10%. The thinnest
pavement layers that can be detected with the newest 2.0GHz GPR antennas and
good processing software are less than 20mm. Dérobert et al. (2002a) have been
developing a stepped frequency radar with an ultra wide band Vivaldi antenna to
detect the thickness of very thin pavements.

GPR can also be used to monitor changes in the moisture content of asphalt
pavement (Liu, 2003). In these surveys the changes in signal velocities are so small
(3–5%) that it corresponds to only 2–3 samples in one scan (Liu, 2003).

13.6.4.3. Defect in bituminous pavements
In bituminous pavements GPR techniques have been used to detect different kinds
of defects, such as segregation, stripping, crack detection and moisture barriers
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(Saarenketo, 1995; Saarenketo and Scullion, 2000; Sebesta and Scullion, 2002a,
2002b). The following provides a brief description of these problems:

Segregation manifests itself as localized periodic small areas of low-density
material in the compacted surfacing layer (Saarenketo and Scullion, 2000). Upon
close inspection of these small, localized areas an excess of coarse aggregates will be
found. The causes are often traced to improper handling or construction techni-
ques. If an asphalt surface is uniformly compacted, the surface dielectric should
be constant; however, if an area of low permeability has excessive air voids this will
be observable in the surface dielectric plot as a decrease in measured dielectric value
(Sebesta and Scullion, 2002a, 2002b) as seen in Figure 13.10.

The most common asphalt pavement damage inside the pavement is stripping,
which is a moisture-related mechanism where the bond between asphalt and
aggregate is broken leaving an unstable low-density layer in the asphalt. Stripped
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Figure 13.10 Hot Mix Asphalt (HMA) surface dielectric values from new pavements from
US 79,Texas, USA.The upper profile presents an ideal case with homogenous asphalt density.
The lower profile presents segregation problems and a low-density asphalt surface (Sebesta
and Scullion, 2003).
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layers should always be detected and removed before placing a new overlay. The GPR
technique has been widely used to detect stripping with varying success (see Rmeili
and Scullion, 1997; Morey, 1998; Saarenketo and Scullion, 2000; Cardimona
et al., 2003). Stripping can be seen, in most cases, as an additional positive or negative
(reversed reflection polarity) reflection in the pavement. However, similar reflections
can also be received from an internal asphalt layer with different electrical properties,
which is why reference data, such as drill cores and FWD data, should always be
used to confirm the interpretation (Saarenketo et al., 2000).

Another major cause of surface distress is moisture becoming trapped within the
surface layer (moisture barriers). This happens when impermeable fabrics or chip
seals are placed between asphalt layers or when the existing surface is milled and
replaced with a less-dense layer. GPR signals are highly sensitive to variations in
both moisture and density. GPR reflections from existing highways can be complex
particularly if the old Hot Mix Asphalt (HMA) layer contains numerous thin layers
constructed with different aggregates compacted to different densities. Moisture
barriers within the layer and collecting data shortly after significant rain can also
complicate the analysis (Saarenketo and Scullion, 2000). A special moisture barrier
also causing problems for road performance are old bituminous layers left inside the
old unbound base course. If they are closer than 40 cm from the current pavement
surface, the interpreter should identify it in the GPR data.

Other asphalt defects include cracking, thermal cracking and debonding, which
takes place when the bonding between separate asphalt layers comes loose. Of these
defects, GPR has proven to be useful in detecting transverse cracking (Saarenketo
and Scullion, 1994). In the UK, Forest and Utsi (2004) have introduced a Non
Destructive Crack Depth Detector, based on slow-speed GPR, to detect the depth
of top-down cracks in asphalt pavements.

13.6.4.4. Concrete pavements
The major defects in concrete pavement have been reported as voids beneath the
joints, cracking and delamination of the concrete pavement. The formation of
voids beneath concrete pavements is a serious problem, which is particularly noted
on jointed concrete pavements built with stabilized bases (Saarenketo and Scullion,
1994). Over time bases erode and supporting material is frequently pumped out
under the action of truckloads.

GPR was first reported to be in use on concrete pavements to locate voids
under concrete pavement (Kovacs and Morey, 1983; Clemena et al., 1987); how-
ever, the problem has been in detecting small voids with several failures (see Morey,
1998; Al-Qadi et al., 2002). Glover (1992) reports that the smallest voids detectable
with ground-coupled antennas are with a diameter of 0.25m. Air-coupled GPR
systems can detect voids larger than 15mm (Saarenketo and Scullion, 1994). The
problem with void detection is also knowing if the voids are air voids, water filled
or partly water filled, in each case the GPR reflection pattern looks different
(Saarenketo and Scullion, 2000).

Another GPR application on concrete pavements has been detecting and
locating dowels and anchors around the concrete slab joints (Maierhofer and
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Kind, 2002). Huston et al. (2000) have tested stepped frequency radar using
0.5–6.0GHz air-coupled waves to detect delamination in concrete roads.

Concrete thickness measurements have caused problems sometimes, because
detecting the reflection from the concrete–base course interface can be difficult
(Cardimonda et al., 2003). The reason for this difficulty has been attributed to the
similar properties of concrete pavement and base course. Higher signal attenuation
in the concrete can also be another reason for this problem. Other reasons can be
also using wrong antenna type and improper data processing. Clark and Crabb
(2003) have been able to measure changes in sub-base moisture content under the
concrete pavement using 450 and 900MHz ground-coupled antennae. Often, the
dielectric value of concrete (normally around 9) is higher than the base course
(normally 6–7), and thus negative reflections can be obtained from the concrete–
base interface (Saarenketo et al., 2000).

In many cases, concrete pavements have asphalt overlay, and in rehabilitation
projects, GPR has been used to measure the overlay thickness and indicate areas
with a likelihood of deterioration in the underlying concrete (Maser, 2002b).

13.6.4.5. Gravel road-wearing course
Gravel surfacing is still widely used on low-volume public roads around the world.
The maintenance actions on these roads focus mainly on wearing course. The
wearing course should have a proper thickness, and the material should have special
suction properties to prevent dusting but at the same time not become plastic under
wheel loads in wet conditions. Saarenketo and Vesa (2000) present a technique for
classifying gravel road-wearing courses based on surface dielectric value and wear-
ing course thickness. Because wearing course thickness also has great variation in
the transverse direction of the road, the accuracy of GPR measurements in wearing
course surveys is 25mm. The optimum range of dielectric value for a 100-mm
thick gravel road-wearing course is 12–16 (Saarenketo and Vesa, 2000). Tests
performed on gravel roads in Finland in 2004–2005 have shown that the
>2GHz horn antennas work better when measuring wearing course thickness
compared with the ‘‘traditional’’ 1.0GHz antenna (Saarenketo, 2006).

13.6.5. GPR in QC/QA

Since the late 1990s GPR has gained increasing popularity in quality control
surveys of new road structures. The traditional application of GPR in quality
control surveys has only been road structure thickness verification (Al-Qadi
et al., 2003b). New GPR quality control applications include measuring the air
voids content of asphalt and detecting segregation in asphalt. The greatest
advantages of GPR methods are that they are not destructive in comparison
with the traditional drill core methods, costs are low and GPR surveys can be
performed from a moving vehicle reducing safety hazards for highway person-
nel. The GPR method also presents the possibility of continuous linear data
collection and thus 100% coverage of a new road structure under inspection
can be acquired. Drill core methods only provide point-specific information,
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and thus they cannot reliably be used to find defective areas in new pavements
(Scullion and Saarenketo, 2002).

Asphalt air voids content, i.e. the amount of air incorporated into the material
or its function asphalt density, is one of the most important factors affecting the life
span and deformation properties of pavements. Measuring voids content using its
dielectric value relies on the fact that the dielectric value of the asphalt pavement is a
function of volumetric proportions of the dielectric values of its components.
Compaction of the asphalt reduces the proportion of low-dielectric value air in
the asphalt mixture and increases the volumetric proportions of bitumen and rock
and thus results in higher dielectric values of asphalt (Saarenketo, 1997; Saarenketo
and Roimela, 1998; Scullion and Saarenketo, 2002). Figure 13.11 presents the
relationship between dielectric value of asphalt and air voids content measured in
Texas (Sebesta and Scullion, 2002b).

The GPR measurements in the field are performed using a 1.0-GHz horn
antenna, and at that frequency the thickness range of measured density is normally
0–30mm. Higher frequency antennas can be used to measure the density of thinner
overlays, but on the other hand, they are also more sensitive to variations in asphalt
surface texture. Dielectric values of asphalt surfacing are calculated by using the
surface reflection techniques described earlier. Following the GPR field evaluation
one or two calibration cores are taken and these cores are returned to the laboratory
for traditional void content determination. For each type of aggregate and
mix design, similarly shaped relationships have been developed (Saarenketo and
Roimela, 1998). The calibration cores are used to establish the link for each specific
project. In 1999 GPR was accepted for use as a quality control tool among other
pavement density measurement techniques on all new surfacing projects in Finland,
and in 2004 it was the only method allowed on high traffic volume roads because it
was not intrusive to traffic. Figure 13.12 presents a contour map of asphalt air voids
content measured in US 290 in Texas, USA.

Asphalt quality control must always be conducted in dry conditions and not when
the pavement is wet or frozen (see Saarenketo andRoimela, 1998; Liu andGuo, 2002).
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Figure 13.11 Correlation between changes in the surface dielectric value (x-axis) and changes
in the percentage of air voids (y-axis) onUS 79,Texas, USA (from Sebesta and Scullion, 2003).
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In addition to quality control or quality assurance surveys of new asphalt
pavement, GPR has, during the last few years, been applied increasingly in quality
control surveys of other road structures (Pälli et al., 2005).

13.6.6. Special applications

GPR has been used for tunnel inspection in both roadway and railway tunnels. The
focus of these surveys has been to detect fracture zones (Davis and Annan, 1992)
and measuring concrete wall thickness, locating rebar or detecting voids between
the concrete and the bedrock, detecting water leakage and other defects (Uomoto
and Misra, 1993; Daniels, 1996; Hugenschmidt, 2003) as well as testing grouting
behind the lining of the shield tunnels (Xie et al., 2004).

13.7. BRIDGES

13.7.1. General

GPR was first used in bridge deck surveys in the USA and Canada in the early
1980s (Cantor and Kneeter, 1982; Clemena, 1983; Manning and Holt, 1983).
Quite soon the research was focused on developing automated or semiautomated
GPR data analysis (Maijala et al., 1994; Mesher et al., 1996). In the late 1990s,
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Figure 13.12 A contour map presenting air voids content (%) measured using a GPR horn
antenna in a test section onUS 290,Texas, USA. Distance is presented in feet (from Sebesta and
Scullion, 2002).
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research and development work was done especially in developing multichannel
GPR system for mapping bridge deck deterioration (Azevedo et al., 1996) but the
methods did not become popular. During recent years, the focus has been on
collecting reflection amplitude data from bridge decks and preparing maps
that present damaged areas in the bridge structures (Romero and Roberts, 2004),
testing multichannel high-frequency GPR systems (Washer, 2003) and testing
high-frequency (0.5–6GHz) GPR systems to detect subsurface delamination
(Huston et al., 2002).

GPR applications related to bridge surveys can be divided roughly into
(1) bridge foundation-related problems such as site investigations and detecting
scours around bridge piers (Haeni et al., 1992; Forde et al., 1999; Fish, 2002),
(2) bridge decks and bridge beams surveys (Hugenschmidt, 2004; Romero and
Roberts, 2004) and (3) other surveys such as surveys on approaching slabs and
bridge abutments (Lewis et al., 2002; Hugenschmidt, 2003).

A majority of the reported GPR bridge surveys have been done on concrete
bridges, but there has also been some testing done on masonry bridges (see Clark
et al., 2003b) and wood bridges (Muller, 2003).

13.7.2. Bridge deck surveys

A bridge deck can be examined in many ways, and Hugenschmidt (2004) lists the
following issues that can be addressed using GPR: pavement thickness, thickness of
single pavement layer, pavement damage, concrete cover of top layer of reinforce-
ment, spacing between re-bars (reinforcement bars), position of tendons or tendon
ducts, concrete damage, concrete and pavement properties.

Parry and Davis (1992) have compiled a test parameter matrix for bridge decks,
where they prioritized the different types of survey parameters that can be identified
by measuring dielectric contrast, signal velocity, reflection coefficient and attenua-
tion estimate. Highest priority, class 1 parameters were asphalt/pavement thickness,
rebar covering, debonding, delamination and scaling; class 2 parameters were
chloride content, moisture content (free moisture), moisture content (bound in
concrete); class 3 parameters: voids; and class 5 (lowest) parameters were cracking
(surface) and cracking (subsurface).

In general, the primary cause of deterioration in bridge decks is corrosion of the
steel reinforcements which induces concrete cracking and frequently results in
delamination. This corrosion is caused mainly by deicing salts and when the
reinforcements corrode they expand and a horizontal crack is formed in the
reinforcement level. Another primary cause of deterioration in cold climate areas is
freeze–thaw cycles in chloride-contaminated concrete (Saarenketo and Söderqvist,
1993). This deterioration, also called scaling, normally starts at the concrete surface
and progresses downwards. According to Manning and Holt (1986) deterioration
can be rapid if the cover layer over the top reinforcements is too thin. A third
damage type found on bridges is debonding which takes place when asphalt or
concrete overlay debonds from the concrete bridge deck.

Both high-frequency ground-coupled and air-coupled antennas can be used
in bridge deck surveys. Ground-coupled systems can provide very detailed
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information about the bridge deck’s structures and reinforcement bars. The major
problems are the slow speed of data collection and that bridge lanes have to be
closed during the data collection. As such, the use of air-coupled antenna systems,
which can perform data collection without causing major traffic problems, is highly
recommended especially on high traffic volume roads.

Bridge deck deterioration mapping using the reflection amplitude from layer
interfaces and especially from top rebar reflection amplitude as measure of dete-
rioration has become a very popular method in deck condition assessment. Romero
and Roberts (2002, 2004) have introduced a special dual polarization horn antenna
setup (Figure 13.13) and processing technique that can be used to eliminate the
effect of longitudinal reinforcement bars, which has been the problem when
collecting data with air-coupled antennas. Figure 13.14 presents bridge deteriora-
tion maps made using ground-coupled antennas, dual polarization horn antenna
setup and ground truth testing.

Shin and Grivas (2003) reported a statistical method for evaluating the accuracy
of GPR results on bridge decks. The results showed that rebar reflection data detect
defects at 75% true detection rate with a 15% false detection rate. Surface dielectric
value failed to discriminate defects from the decks. There is still a fair amount of
controversy over publications and research reports concerning the reliability of
GPR especially in detecting delamination in bridge decks (see Morey, 1998). Some
research has attributed this difficulty to GPR resolution problems (Rhazi et al.,
2003; Washer, 2003). Because of the nature of the problems in bridge deck surveys,
GPR alone cannot provide reliable enough information on the damage in the deck
but it is an excellent tool for the initial mapping and specifying of locations where
other non-destructive evaluation methods and limited ground truth (sampling)

Figure 13.13 Dual polarization configuration of horn antennas for high-speed, high-
resolution bridge deck surveys (photo Francisco Romero).
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testing can be used to verify the problems. GPR is sensitive to electrical and
chemical changes that are present in early phase corrosion and concrete disintegra-
tion. Often, anomalies detected by GPR cannot be verified visually from drill cores
but only by using thin slides or chemical analysis (Figure 13.15).

GPR can also be used as an evaluation tool for quality assurance regarding
placement, density and pattern of steel reinforcement. This can be done quite
precisely and Hugenschmidt (2003) reported a mean error of 3 and 17mm for
concrete cover.

Another promising application of GPR on bridges is detecting voids in post-
tensioned concrete beams. Giannopoulos et al. (2002) suggest that the optimum
orientation of GPR antennas is perpendicular to the long axis of the ducts contain-
ing the post-tensioning tendons. Dérobert et al. (2002b) have tested several NDT
methods in testing post-tensioned bridge beams and suggest that the best combina-
tion of current techniques is GPR before gammagraphy.

13.7.3. Other bridge applications

In highway bridge site investigations, GPR has been used to monitor the bottom
topography of rivers and lakes to map the quality of underwater sediments (Ground
Penetrating Radar, 1992). Another application that has been tested in various
projects has been detecting scours around bridge piers or abutments caused by
the water flow erosion of a riverbed (Haeni et al., 1992; Forde et al., 1999; Fish,
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Figure 13.14 Comparison of deterioration maps obtained from (a) 1.5 GHz ground-coupled
data and (b) 1.0 GHz dual polarization horn antenna data with (c) ground truth data obtained
from hammer sounding. Datawere obtained from IS 93 North in New Hampshire, USA (from
Romero andRoberts, 2002).
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2002; Webb et al., 2002). These scours have been tested using low-frequency
antennas mounted in plastic or rubber boats or antennas have been moved over the
river hanging from a cable. In Finland, these surveys have mainly been done in the
wintertime when the river is frozen. The best results are obtained if the conduc-
tivity of the river water is less than 1000 ms cm�1 (Forde et al., 1999).

13.8. RAILWAYS

13.8.1. General

With regard to traffic infrastructure, GPR applications in railway surveys have had
the fastest growth in recent years. In Finland, GPR was tested on railways in the
mid-1980s but the results were not encouraging mainly because of problems with
data collection and processing. In Germany, the GPR was first used to measure
ballast thickness and to locate mudholes and ballast pockets and define the subgrade
soil boundaries (Göbel et al., 1994).

GPR started to become more widely accepted among railway engineers in the
mid-1990s. The first reports of successful track inspection tests were reported by
Hugenschmidt in Switzerland (1998, 2000) and by Galagher et al. in the UK
(1998). Since 1998, a number of publications have been made regarding different
GPR applications on railways. The system has been used in North America
(Olhoeft and Selig, 2002; Sussman et al., 2002) and in Europe, more specifically,
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Figure 13.15 Case from L�ngsvedjan bridge in Sweden presents an example of how GPRcan
be used to predict problems, in the early phase, in bridge decks. The bridge structure has
asphalt on the top, protective concrete in the middle and then a slab.The contour maps on the
left present reflection amplitude from the protective concrete/slab interface, where a 5-mm
membrane is also located.The photo in the middle is of a drill core with no visual defects in any
layer. The photo on the right is taken from a thin slice taken from the slab below the
membrane.This thin slice shows the first indicators of deteriorationwhere secondary minerals
(S) have started to fill air pores (A) which appear as yellowish material in the photo. Chloride
content of the concrete in this place was also high, 110mg kg�1 (figure modified from Report
‘‘Tillst�ndsva« rdering av brodeck med georadar p� E4 I Ha« rno« sand’’ by Mika Silvast and Svante
Johansson, Roadscanners Sweden AB).
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in the UK (Brightwell and Thomas, 2003; Clark et al., 2003), Germany (Manacorda
et al., 2002), Austria, Switzerland, France, the Netherlands, Slovenia (see Staccone
and de Haan, 2003), Sweden (Smekal et al., 2003) and Finland (Saarenketo et al.,
2003; Silvast et al., 2006).

GPR applications on railways can be classified as (1) ballast surveys (Clark et al.,
2001; Sussman et al., 2002; Clark et al., 2003c), (2) geotechnical investigations
(Saarenketo et al., 2003; Sussman et al., 2003; Carpenter et al., 2004), and (3) struc-
tural quality assurance of new non-ballasted railway trackbeds (Maierhofer and
Kind, 2002; Gardei et al., 2003). GPR has also been used in railway bridge and
tunnel surveys.

13.8.2. Data collection from railway structures

Compared with pavement surveys, there are many more complications with
obtaining a good-quality GPR signal from railways. GPR operators have to
struggle with interference from the rails and sleepers, especially concrete sleepers.
Electrical wires have also created interference in the GPR data especially when
unshielded antennas are used. Researchers have solved these problems by using
different kinds of antenna configurations (Figure 13.16). Another problem has

(a)

(c) (d)

(b)

Figure 13.16 Different GPR antennas used in railway surveys. Photo (a) presents a Swedish
Mala ground-coupled antenna, photo (b) presents a multichannel GSSI air-coupled system
(from Olhoeft et al., 2004), photo (c) presents a GSSI 400-MHz ground-coupled antenna and
photo (d) presents RadarTeam Sweden 350MHz1.2 GHz Sub-EchoHBD antennas.
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been the data collection speed. Railway surveys require high sampling density
(scans m�1), and thus the data collection speed, with many systems, has been
slow and has caused problems with scheduling traffic. However, new GPR systems
with fast processors allow high-speed data collection with no problems with
scheduling surveys (Clark et al., 2004).

The optimum antenna for the railway surveys varies. In North America many
successful tests have been carried out using 1.0GHz horn antennas (Olhoeft and
Selig, 2002), while in the UK (Clark et al., 2003c) and Finland (Saarenketo et al.,
2003) the best quality data in railway structure thickness measurements were
collected using low-frequency 400–500mHz antennas. There have been problems
using high-frequency air-coupled antennas to measure ballast thickness but the
antennas were good for detecting frost insulation boards (Saarenketo et al., 2003).
Higher frequency antenna pulses with shorter wavelength are scattered in ballast
with stones larger than 50mm in diameter (see Clark et al., 2001). In railway
surveys, antennas have to be kept relatively high above the surface level and as
such antenna central frequencies are also slightly higher compared with when they
are in contact with the surface (Clark et al., 2003).

In railway surveys, the best results have been achieved when GPR results
are combined with the results from other NDT methods. In the UK, good
results have been obtained from the integrated analysis of GPR and Infrared
thermography (Clark et al., 2003c, 2004). Smekal et al. (2003) have tested
GPR and a Track Loading Vehicle on the Swedish Western Main Line with a
focus on sections with excessive settlements, slides and environmental vibration
problems. In these surveys they used a 100-MHz ground-coupled antenna in
monostatic and array mode and 500MHz antennas in bistatic mode. However,
they did not find any correlation between vertical track stiffness and the
average amplitude of GPR signal. Later the integrated analysis of the GPR
data and track stiffness data has given more promising results (Berggren et al.,
2006). Grainger and Armitage (2002, referred by Clark et al., 2003c) also
report the combined use of GPR, an automated ballast sampler and an FWD
in railway trackbed evaluation.

13.8.3. Ballast surveys

Railway ballast thickness measurements and quality evaluations are the main
applications of GPR on railways. Ballast is made of crushed hard rock or, some-
times, crushed gravel material, where smaller mineral particles have been sieved
away. The ballast of a railway line must perform many different functions some
of which are reduce stresses applied to weaker interfaces, resist vertical, lateral and
longitudinal forces applied to sleepers to maintain track position; and to provide
drainage for water from the track structure (Clark et al., 2001). Ballast quality
surveys focus on locating sections of clean and spent ballast. Spent ballast normally
has a higher amount of fine particles than is allowed and can no longer fulfil the
requirements for which it is being used (Clark et al., 2001). Fines are mainly formed
through the mechanical wear, imposed by vibrations and loads from passing trains,
and chemical wear caused by pollution and the effects of weather erosion on the
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larger particles (Clark et al., 2001). According to Nurmikolu (2005) mechanical
wear is the most important factor increasing the fines content in ballast in Finland
but organic material from external sources also has an important role in increasing
water adsorption properties of ballast. However, in some countries coal dust
from cargo trains has been the main source of fines in ballast. GPR can also detect,
very reliably, if subgrade soil material has penetrated or mixed with the ballast
(Hugenschmidt, 2000; Brightwell and Thomas, 2003).

Dielectric value is a good indicator of ballast quality. The dielectric properties of
ballast materials have been surveyed by Clark et al. (2001) and Sussman et al.
(2002). The main parameters affecting the dielectric properties are moisture content
and the level of fouling (Sussman et al., 2002). Clark et al. (2003a) have presented a
table (Table 13.3) where the dielectric values of good- and poor-quality ballast
materials have been compared in dry, moist and wet conditions.

The above table also shows that in ballast thickness and quality surveys it is
important to know the dielectric value of the material. Since the surface reflection
technique cannot be used the options for determining the dielectric value are the
CMP or WARR method. In Finland, if the goal is only to determine ballast
thickness, then the potential error caused by changes in dielectric values are
eliminated by measuring the ballast thickness when it is frozen (Saarenketo et al.,
2003).

13.8.4. Subgrade surveys, site investigations

GPR can be used to detect problems related to embankment instability with a
risk for track settlement (Sussman et al., 2003). Olhoeft and Selig (2002) have
collected data from the railway substructure using 1.0GHz horn antennas. Data
were collected from the centreline and both sides of the rails and then com-
pared. If the data are similar all is well but when they differ dramatically, that
should cause concern for track stability. In construction of new railways,
Carpenter et al. (2004) have reported the use of a specialized geosynthetic,
detectable with radar, in railway structures, which enables the use of GPR to
monitor track stability in high-risk areas with karstic landscapes or old mine-
workings for instance.

Table 13.3 Published dielectric values of ballast

Material Dielectric value (Clark,
2001)

Dielectric value of granite ballasts
(Sussmann et al., 2002)

Dry clean ballast 3 3.6
Moist clean ballast 3.5 4
Dry spent ballast 4.3 3.7
Moist spent ballast 7.8 5.1
Wet spent ballast 38.5 7.2

Source: Prepared by Clark et al. (2003a).
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In addition to the risk of settlement, differential frost heave also causes problems
in cold climate areas. Saarenketo et al. (2003) have tested different antenna types
and frequencies for obtaining information from railway ballast and substructures up
to maximum frost penetration depth of 3–4m (Figure 13.17). Tests showed that
GPR can be used to detect frost-susceptible areas and structures (see also Saarenketo
and Scullion, 2000).

13.9. AIRFIELDS

There are not many publications available about the application of GPR on
airfields even though the system has been widely used in different airfield-related
surveys. Beck and Ronen (1994) have tested 1.0GHz ground-coupled antennas for
runway substructure stratigraphic mapping and lateral variation estimations used in
the planning of the reconstructed runway. Malvar and Cline (2002) have tested
GPR together with other NDT methods in detecting voids under airfield pave-
ments. In these projects GPR was useful in 25–75% of the cases, but on the other
hand, the advantage of the GPR resides in the ability to process a large amount of
data quickly and its ability to pinpoint drainpipe locations (Malvar and Cline,

0

10

243 + 600 243 + 700 243 + 800
Distance (km + m)

Track section: Orivesi-Jämsänkoski, ground radar interpretation

243 + 900 244 + 1000

20

30

40
50

60

70
80
0.0
0.5
1.0
1.5
2.0
2.5

D
ep

th
 (

m
) D

epth (m
)

A
nalysis

R
adar profileT

im
e 

(n
s)

3.0
3.5
4.0
4.5
5.0

Insulation
Cut

Frost susc. structr.
Frost susc. subgrade

Notes

0

20

30

40
50

60

10

70
80
0.0

1.0
1.5
2.0
2.5
3.0
3.5
4.0

0.5

4.5
5.0

1
1

0

0

0
0

0

0

Figure 13.17 AGPRprofile of a railway section from Ja« msa« to Orivesi in Finland.The profile
on the top presents interpreted 400MHz ground-coupled GPR data with ground truth
information.The profile in the middle presents thickness interpretation together with ground
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sub-ballast structures and the location of frost-susceptible subgrade.
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2002). Szynkiewicz and Grabowski (2004) have used GPR and heavy weight
deflectometer (HWD) on airfields in Poland to map different pavement structures
and their condition, and to locate damages and their causes.

According to Weil (1992, 1998) the two prime NDT techniques in airfields
are GPR and/or infrared thermography. He presents a list of applications in
which these techniques can be used individually or to complement each other
(Weil, 1998): (1) locating voids within, and below, concrete runways and taxiways,
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Figure 13.18 A3D radar time slice fromthree asphalt layers of an airport runway in Finland.The
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segregation in three places. Transverse cracks can be seen in the second time slice from 70 to
80mm.The third time slice from120 to130mmpresents areas of crackingwithmoisture problems
highlightedwith the circles. Acable installed in the asphalt can alsobe seen in the lowest time slice.
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(2) locating moisture trails within and below concrete runways and taxiways,
(3) locating post-tensioning cables, in concrete garages, bridges and buildings,
(4) locating voids and delaminations caused by corrosion or poor mixing of
concrete roofs, (5) locating cables, conduits and reinforcing steel in concrete floors
to assist in equipment placement, (6) locating underground storage tanks below
concrete and asphalt pavements, and (7) locating sewer, water, gasoline, jet fuel,
natural gas, glycol, steam and chemical buried pipelines and leaks in those lines.

GPR has also been used in airport QC/QA surveys (Scullion and Saarenketo,
2002). Because the depth of interest under airfield pavements can vary up to 3m,
use of two antenna systems, where one is high and the other a low-frequency
antenna, is recommended (see Malvar and Cline, 2002).

A very good new tool for airfield surveys is the multichannel 3D GPR
technique which enables quick and economical coverage of the wide areas of
runways and taxiways. Figure 13.18 presents an example of a runway pavement
condition test survey done in Finland, where time slices from three asphalt layers
show different types of defects. The time slice from the depth of 130mm shows a
problem zone in the third asphalt layer which can, in the long term, cause reflection
cracking problems even in the pavement surface. The lower maps also show the
location of a cable in the pavement (Saarenketo, 2006).

13.10. SUMMARY AND RECOMMENDATIONS

The history of GPR in traffic infrastructure surveys is very short, but over this
period the technique has grown from an uncommon geophysical technique to a
more and more routine survey tool when detailed information about roads, streets,
railways, runways or bridge structures or subgrade soils and their properties is
needed. In traffic infrastructure surveys the major advantages of GPR techniques
are continuous profile, speed and accuracy. Its disadvantages include the complexity
of the GPR techniques, GPR data and, as such, more education and good software
products are needed in order to make the GPR signals meaningful to engineers.
Specifications and standards for the GPR equipment, data collection, processing
and interpretation as well as output formats are also needed to ensure the high
quality of the surveys results.

The future of GPR on roads looks even more promising. The technology so far
has gone through two generations in the development of GPR systems; first
generation was analogue GPR systems and the second generation started when
the first digital systems came to the market in the mid-1980s. Currently the third-
generation 3D GPR systems are entering the market with multiple antennas, faster
processors and larger data storage capabilities. This opens a whole new range of
applications in which structures and other objects, and their properties can be
analysed in a 3D format. However, GPR techniques alone cannot make traffic
infrastructure management more economical if the management process does not
find ways to make good use of the results. This is why GPR surveys need to be
more closely integrated to entire traffic infrastructure rehabilitation process, starting
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from data collection during the monitoring phase and ending with the down-
loading of results to automated road construction or rehabilitation machinery.
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14.1. INTRODUCTION

Contamination by landmines and all other types of unexploded ammunition
(usually called unexploded ordnance or UXO) is a worldwide problem with
enormous humanitarian impact. At least 67 countries are being affected by land-
mines, but reliable estimates of the area affected worldwide are not readily available.
Estimates of the number of mines laid vary widely, from 50 to 150 million. In the
mid-1990s, humanitarian demining became a hot topic on the political agenda.
According to the 1997 Convention on the Prohibition of the Use, Stockpiling,
Production and Transfer or Anti-Personnel Mines and on Their Destruction (often
referred to as the Ottawa Treaty; http://www.un.org/Depts/mine/UNDocs/
ban_trty.htm), which entered into force in 1999, all stockpiles of mines should
be destroyed within 4 years and all minefields lifted in 10 years.

Despite the political willingness of the world community to solve the landmine
problem in the short term, the situation in situ did not change fast because of
limited performance of the detection means available before 2006 for operational
deminers: the prodding sticks, dogs, and electromagnetic induction metal detectors
(Mine Action Equipment: Study of Global Operational Needs, 2002). Being the
most sophisticated demining tool until recently, the metal detector suffers from
problems such as insufficient detection depth and a high false-alarm rate (FAR; false
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detection of subsurface inhomogeneities such as roots, rocks, and water pockets) for
antipersonnel (AP) mines with low metal content. An example of metal-detector
performance is given by the statistics of humanitarian demining in Cambodia
between 1992 and 1998: only 0.3% of the 200 million items excavated by deminers
were AP mines or UXO (McDonald et al., 2003, p. xvi). Without the use of
reliable high-tech tools for humanitarian demining, it remains a dangerous, slow,
and costly process. For military demining, some tools to trigger mines and cause
their explosion (e.g., mechanical flails or rollers) do exist (Blagden, 1996); however,
such mechanical demining does not meet the high safety standards for a cleared
area established by the UN (an area is declared as safe if 99.6% of all mines have
been cleared).

In principle, clearance of subsurface UXO is fraught with the same problems as
humanitarian demining. The conventional approach of using only electromag-
netic-induction metal detectors (Won et al., 1997) and passive magnetometers
often results in a large number of false alarms due to the presence of shrapnel and
other metal debris. Although recent technological advances in autonomous survey-
ing (McDonald et al., 1997; Kerr, 1999) have greatly increased the detection
sensitivity as well as the speed, the high FAR is still a challenging problem. This
is also indicated by the final report on field tests of three Advanced Technology
Demonstrators for UXO detection conducted in the USA between 1994 and 1997,
which states that ‘‘. . . demonstrators lack a capability to distinguish ordnance
and the implanted nonordnance’’ (UXO Technology Demonstration Program at
Jefferson Proving Ground, 1997).

In the last two decades, a lot of attention has been paid to the application of
Ground Penetrating Radar (GPR) as a landmine/UXO sensor. It was found that in
many field conditions, a GPR sensor can detect all antitank and AP mines as well as
UXO. Furthermore, a GPR sensor can support classification of detected objects
and drastically reduce the FAR during demining operations. Finally, standoff GPR
systems might play some role in the detection of landmine fields and in this way
contribute to the reduction of suspected mine areas.

In this chapter, we shall mainly focus on such applications of GPR as a landmine
sensor and briefly address issues related to the use of GPR for UXO detection.
Major physical phenomena related to reflection of EM pulses from mines and
UXO are described in Section 14.2. Hardware and software issues specific for this
application are addressed in Sections 14.4 and Signal Processing, respectively. The
next two sections deal with the performance of GPR combined with other electro-
magnetic sensors and the overall performance of GPR for landmine detection.

14.2. ELECTROMAGNETIC ANALYSIS

Electromagnetic analysis of landmine detection with GPR substantially differs
from the analysis of a typical GPR scenario. Formally, two main differences
between both scenarios are the following. First, in the landmine scenario, GPR
antennas are elevated above the ground, while in a typical GPR scenario, they are
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placed right above the air–ground interface. Second, in the most of the situations in
humanitarian demining, the maximum depth to be surveyed is defined as 20 cm;
thus the typical target depth is about a few wavelengths at the central operational
frequency or less, while in the typical GPR scenario, it is at least one order of
magnitude larger.

Purposes of electromagnetic analysis in both scenarios are also different. The
goal of a typical GPR scenario analysis is to calculate attenuation of EM waves in
the ground. The latter is the most important factor as it determines the penetration
depth and detectability of buried objects. The major task of a GPR sensor for
landmine detection is however classification of detected targets rather than its
detection. The classification can be done only by analyzing an object response.
Furthermore, here the detectability of a mine is not determined by the attenuation
in the soil (due to the relatively shallow target depth, ohmic losses usually do not
play a decisive role) but limited mainly by surface and underground clutter
(McDonald et al., 2003).

Landmines and UXO. We start electromagnetic analysis of the problem with the
description of targets (landmines and UXO) as physical objects. The first AP mines
have been used during the World War I, and after that the variety of AP drastically
increased. At the end of the twentieth century, more than 350 types of AP mines
were manufactured in more than 50 countries (Vines and Thompson, 1999). In
general, AP mines are mostly cylindrical objects (Figure 14.1) with a diameter
between 40 and 200mm. The diameter of a typical modern AP mine varies
between 55 and 100mm, but roughly 50% of all laid mines have a diameter larger
than 100mm (MineFacts, 1995). The mines are laid in such a way that the
cylinder’s rotational axe is almost vertical. The height of an AP mine varies typically
between 30 and 80mm. Another typical mine shape is rectangular. Antitank mines
typically also have a cylindrical geometry, but their dimensions are several times
larger than those of AP mines. The operational burial depth of an AP mine is
less than 200mm, while that of AT mines is up to 100 cm.

From a construction point of view, mines consist of an explosive, a detonator, a
casing, and (very often) a void. The casing may be made of plastic, wood, or metal.
Small AP mines can contain only about 30 g of explosive. The detonator typically
contains several metal parts (the only known exception is French bakelite landmines
placed in Southern Lebanon in the late 1940s, which have no metal at all). According

Figure 14.1 Photos of antipersonnel (AP) mines: PMA3 (left), VS-50 (center), and PMN2
(right).
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to GICHD (Mine Action Equipment: Study of Global Operational Needs, 2002),
at present there are no known cases of mines laid with no metal content whatsoever.
So-called minimum-metal mines, in which only the metal parts are related to the
detonator, contain less than 5 g of metal (with a minimal weight of about 1 g) and
are the most difficult to detect.

For an electromagnetic sensor such as GPR, the electromagnetic contrast
between a mine and its environment is very important. The electromagnetic
contrast depends mainly on the soil in which the mine has been laid. Except for
magnetic soils, the electromagnetic contrast is the difference between the complex
relative dielectric permittivity of a soil and those of a mine. The relative dielectric
permittivity of a plastic or wooden (when dry) casing varies from 2 to 4. The
relative dielectric permittivity of explosive depends on its type and typically has a
value around 3. According to several studies (see, e.g., Redman et al., 2003), the
largest reflectors in an AP mine are the detonator (for minimum-metal mines, the
reflection from the detonator might be very small) and the void (filled with air or
water, depending on the soil conditions).

Typical examples of UXO are shells, bombs, and projectiles. Despite enor-
mous variety of sizes and shapes (see, e.g., a photo gallery at www.uxoinfo.com),
the majority of UXOs are rotationally symmetric, strongly elongated objects
with a metal casing. Typically its diameter is between 20 and 40 cm, while
the length varies from 20 to 150 cm. Unexploded ordnance can be found at
the depths from a few centimeters below the ground surface to a few meters.
The orientation of UXO objects in the ground can differ (vertical orientation is
relatively rare). Due to their metal casing and relatively large size, UXO objects
are easier to detect than AP mines. However, similarly, as for landmines, the
main task of the GPR sensor lies not in detecting an object but in classifying it
as an UXO-like target.

Object responses. Despite the vast literature on radar responses of different
targets, not many results are available for landmine and UXO responses. There
are several reasons why available models on free-space radar cross sections
(RCSs) cannot be applied directly to landmines/UXO. First, available results
typically deal with metal targets, while the majority of AP mines and some AT
mines are dielectric objects with some metal inclusions. Second, the influence
of the environment on target response is quite complicated (especially that of
the response of low-metal AP mines). Factors such as presence of air–ground
interface, substantial difference between dielectric permittivity (and sometimes
also magnetic permeability) of ground and air, losses in the ground, and
dispersion of material parameters cause considerable changes in the target
response of a buried object in comparison with the response of the same object
but in free space (O’Neill, 2001). Finally, in a typical radar scenario, the target
is situated in the far field of both the transmit and receive antennas. In typical
landmine detection scenario (and often in UXO detection), the target is situated
in a near field of the antenna system.

Object response can be analyzed either in the frequency domain or the time
domain. In the former case, substantial work has been done on natural resonances
of mines. The idea behind it is that the electromagnetic response of any object is
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determined by natural resonances at complex-valued frequencies, whose values are
fully determined by the shape of the object (and by its internal structure if the object
is transparent to electromagnetic waves) and invariant with target orientation
relative to the probing wave (Baum, 1971; Baum et al., 1991). This approach has
been shown to work reasonably well for UXO (Chen and Peters Jr, 1997) and
metal antitank mines (Chan et al., 1979; Carin et al., 1999). The resonances of AP
mines, in particular those without a metal case, are highly damped and very difficult
to detect (Sullivan, et al., 1999). The relatively complex internal structure of AP
mines makes detection of these resonances even more difficult. As has been shown
in many studies (see, e.g., Kovalenko et al., 2003a), measured spectra of AP mine
responses do not exhibit any signs of the resonances (Figure 14.2). The measured
mines (types C and F) have the same cylindrical shape but different sizes.

The same as shown in Figure 14.2 AP mine responses in the time domain
(frequently referred to as target impulse responses (IRs)) are shown in Figure 14.3.
Theoretically, the IR of a small dielectric cylinder (which is widely used as a
theoretical model for low-metal AP mines) looks like a time derivative of an
incident EM pulse followed (with a small delay) by another time derivative with
an opposite polarity (with respect to the first derivative) (Roth et al., 2002).
Physically, such an IR corresponds to reflections of a probing wave from two flat
surfaces (top and bottom) of the cylinder, which are parallel to each other and
separated at a distance of the order of a few centimeters. The ratio between the
magnitudes of both derivatives and the time delay between them are two para-
meters that distinguish responses of two different targets (Roth et al., 2003).
Impulse responses for larger reflectors clearly exhibit a more complicated structure
(Carin et al., 2002).

Polarimetry. Polarimetric features of the reflected wave in principle allow for
classification of all detected objects as rotationally symmetric and asymmetric ones
(Carin et al., 1999; Chen et al., 2001; Yarovoy et al., 2007b). As the majority of
landmines are rotationally symmetric objects, this can be exploited to classify
detected reflectors as mine-like targets (rotationally symmetric) and friendly targets
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Figure 14.2 Frequency spectra of the AP mine reflections (from Kovalenko et al., 2003a).The
measurements have been performed using full-polarimetric ground penetrating radar (GPR)
(Yarovoy et al., 2002a).
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(asymmetric ones). For a perfectly rotational symmetric target, the cross-polar
components of this target signature are close to zero. As an example, the polari-
metric signature of a circular metal plate is shown in Figure 14.4. However, despite
their circular shape, some mines (e.g., PMN-2) show relatively strong cross-polar
components Sxy(t), Syx(t) (Roth et al., 2003) in the reflected signal (Figure 14.5).
These cross-polar components can most likely be attributed to the presence of a
horizontal detonator in PMN-2 mines.

Impact of environment. The impact of the antenna elevation above the ground,
the soil dielectric permittivity, and losses on attenuation of reflection from a
mine are described in Daniels and Martel (2001) and Redman et al. (2003).
The latter shows how important the impact of the near field is on the land-
mine response.

For a fixed antenna elevation, the magnitude of mine reflections depends mainly
on the electromagnetic contrast between the mine and its environment and on
the size of the mine. Generally the burial depth of the mine does not influence
the magnitude of the mine reflection considerably as typical propagation losses
in a few centimeters of ground (even a lossy one) are not very large (below 10 dB).
As an example, the mine reflection magnitudes from Figure 14.3 are shown in
Figure 14.6. The reflections have been normalized to the magnitude of the direct
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mines: surface-laid, flush and shallowburied in dry sand (fromKovalenko et al., 2003a).
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wave from the transmit antenna to the receive one. The main peak-to-peak values
for both signals were taken as the magnitudes. The responses of mines buried at a
depth of 6 cm were only a few decibels lower in magnitude than those of the same
mines laid on the ground. The responses of flush-buried mines in these particular
measurements were the lowest, because they were decreased by the strong influ-
ence of the ground reflection. However, the responses of all mines are well
inside the dynamic range of any GPR sensor (which is about 60 dB or more).
Reflections from mines laid in soils with higher losses are not necessarily smaller
than those from mines buried in sand. This is because lossy soils usually have a
higher dielectric permittivity (Daniels, 2004), and therefore the dielectric contrast
between a mine and the soil (and thus the scattered-field magnitude) typically
increases with the losses.

Soil properties as well as burial depth have been found to change the natural
resonances of landmines and UXO (Vitebskiy and Carin, 1996; Carin et al., 1999).
The natural resonances of UXO (especially for elongated targets) are simply shifted
to lower frequencies according to averaged dielectric permittivity of the ground
around UXO. However, for shallowly buried landmines, the situation is more
complicated: one should take into account its burial depth, the orientation of
the mine with respect to the ground, and the vertical distribution of dielectric
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permittivity (for magnetic soils, the vertical distribution of magnetic permeability
should be taken into account as well). Because of these dependencies, it is ques-
tionable whether natural resonances can be used as reliable features for classifying
buried AP mines.

Clutter. Clutter is the major factor that limits the detectability of the landmines.
Clutter is caused not only by random inhomogeneities in the soil and its topological
variations but also by various deterministic reflectors, such as small metal fragments,
shrapnel, spent bullet and cartridge cases, puddles of water, tufts of grass, animal
burrows, cracks and fissures in the ground, rocks, and stones. On the basis of the
arrival time of the clutter signal, the clutter can be classified as surface clutter
(reflections from the air–ground interface) or subsurface clutter (reflections from
all kinds of inhomogeneities in the ground).

For conventional GPR systems, ground reflection is well separated in time from
reflections from targets of interest. In the case of landmine detection, however, the
target response (particularly for flush-buried or shallowly buried AP mines) typically
overlaps in time with the reflection from the air–ground interface. This results in
masking of the mine response. As an example, Figure 14.7 shows typical signal-to-
clutter ratios for AP mines (same as in Figures 14.2 and 14.3) buried in sand. Dry
sand is a very homogeneous soil with a reasonably flat surface. Therefore both
surface and subsurface clutter are reasonably low. Even in such a favorable for
landmine detection scenario, the signal-to-clutter ratio for large AP mines (e.g.,
PMN-2) is only about 25 dB. This is not excessive, as most automatic target
detection algorithms require at least 10 dB for a reliable detection. The signal-to-
clutter ratio for small AP mines (e.g., NR-22 without metal ring) is about 5 dB.

–6 –4 –2 0

0

5

10

15

20

25

Depth, cm

N
or

m
al

iz
ed

 m
in

e 
re

sp
on

se
, d

B F
E&B
C

Figure 14.7 Mine responses normalized to the ground clutter (adapted from Kovalenko and
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With the water content in sand, the spatial inhomogeneity of the dielectric
permittivity increases, which drastically decreases the signal-to-clutter ratio.
Other types of soils exhibit higher inhomogeneities of dielectric permittivity
than those of sand at frequencies above 500MHz. This explains why many GPR
sensors for landmine detection that have been successfully tested in sand pits failed
to detect landmines in field conditions. With frequency, the magnitude of the
clutter caused by subsurface inhomogeneities and soil surface roughness increases
faster than the landmine response, and at frequencies above 3GHz, the clutter starts
to dominate the AP mine responses.

Surface clutter depends on the surface roughness and dielectric permittivity
of the soil. The more corrugated the ground surface (both in terms of larger
root-mean-square (RMS) surface height and steeper surface slope) and the
higher the dielectric permittivity of the surface, the stronger the clutter. The
magnitude of clutter also depends on the polarization of incident and reflected
waves. If an incident electromagnetic wave impinges on the ground at an
incident angle different from normal, then the magnitude of backscattered
surface clutter on vertical polarization is higher than that on horizontal polar-
ization. With the increase in the incident angle, the discrepancy between
clutter values at both polarizations increases (Dogaru et al., 2001). This angular
and polarization dependence of surface clutter was the reason for the failure of
the first forward-looking GPR sensors for landmine detection. It was expected
that if vertically polarized electromagnetic wave impinges on the ground at the
Brewster angle, then all electromagnetic energy will penetrate into the ground
and the mine response will be large and easy to detect. However, in practice, it
was found that the signal-to-clutter ratio is very low and targets are better
visible on horizontal polarization. Differences in polarimetric properties of
landmines and clutter can be used to discriminate between landmines and
clutter (Cloude et al., 1996).

Although the impact of surface clutter on detectability of the landmines and
UXO has been a subject of intensive research (see e.g., O’Neil et al., 1996; O’Neil,
2000; Dogaru et al., 2001), not much is known about properties of subsurface
inhomogeneities and the subsurface clutter they cause.

The electromagnetic analysis shows that in principle a GPR sensor can
detect buried landmines and UXO. In practice, detection is limited by the signal-
to-clutter ratio. The clutter caused by subsurface inhomogeneities and soil surface
roughness can be reduced by decreasing the size of the antenna footprint at the
ground, by decreasing the operational frequencies (e.g., using frequencies below
3GHz for AP mine detection), or by choosing an incident angle close to normal
for the probing electromagnetic wave. Knowledge of the target IR (in particular,
multiaspect one) can be used for detection with a low signal-to-clutter ratio. Even
more important, target IR can also be used for classification of AP mines as well as
AT mines and UXO. For identification of the latter, resonance frequencies can be
used as well. In some cases (rotationally symmetric objects with a rotationally
symmetric internal structure laid plainly in the ground), polarimetric features of
the reflected field can be used to distinguish these targets from other reflectors and
clutter.
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14.3. SYSTEM DESIGN

There are three principal differences in GPR system design between conven-
tional GPR sensors and GPR sensors for landmine detection (Chignell et al., 2000).
First, the latter require a down-range resolution in the order of a few centimeters
(in ground) to distinguish between reflection from a buried landmine and reflection
from the air–ground interface. A down-range resolution of the same order is also
required to distinguish between reflections from the top and from the bottom of a
landmine, which is needed for target classification. Second, to avoid triggering of
surface-laid or shallowly buried landmines, the antenna system of a landmine
detection GPR sensor should be elevated above the ground. For a handheld system,
the minimal elevation of the antenna system is in the order of a few centimeters,
while for a vehicle-based sensor, such an elevation is typically several decimeters.
Third, a new for a conventional GPR requirement to support classification of
detected targets requires considerably higher stability and accuracy of the reflected-
field measurements than that offered by conventional system. These three require-
ments lead to a qualitatively new system design of a GPR sensor for landmine
detection. There is, however, a degree of similarity between the design of GPR
sensors for landmine detection and those for road inspection: the first two above-
mentioned requirements are in fact similar for both types of GPR sensors. Below
we consider in detail the consequences of all three above demands for the landmine
detection system design.

Operational bandwidth. We will start with the down-range resolution and trans-
form it into the operating frequency band. Landmine detection requires a down-
range resolution in the order of several centimeters in the ground (smaller than the
typical size of an AP mine), which can be achieved using a bandwidth of the order
of at least several gigahertz. The main question is where to allocate this frequency
band. As shown in Cherniakov and Donskoi (1999), an ideal GPR should use all
frequencies from DC till some upper frequency, which is determined by the down-
range resolution required. Practically, however, very low frequencies are not
accessible due to the limited size of an antenna system. So the lowest operational
frequency varies from about 200MHz (for video impulse systems) to about 2GHz
(for some stepped-frequency and frequency-modulated systems) (Witten, 1998;
Daniels, 2006a). In contrast, at frequencies above 3GHz, the propagation loss
and clutter (caused by the air–ground interface roughness and inhomogeneity of
the soil surface) considerably limits the applicability of GPR systems (Chen et al.,
2000; Redman et al., 2003). So the most widely used operational bandwidth is
from 200MHz to 3GHz, but there are some systems that use frequencies as low as
50MHz and/or as high as 12GHz.

Analysis of typical landmine detection scenarios (Yarovoy et al., 2002a) shows
that there are two typical situations, which should be treated separately: mines lying
on the ground (probably covered by vegetation) or flash buried in the ground and
mines buried in the ground. To distinguish the mine from the environment in the
first situation, a bandwidth of at least about 2GHz is needed. Because the electro-
magnetic fields need not penetrate into the ground in this situation, it is not
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necessary to use low frequencies. The desirable operational frequency band for
this scenario starts at around 1GHz or above and goes up to at least several
gigahertz. In the second situation, deep penetration into the ground and small
propagation losses are essential, so low frequencies should be used. At the same
time, the pulse length in soil is effectively compressed. Due to this phenomenon,
without any loss of the down-range resolution, the bandwidth of the probing
electromagnetic field can be reduced Re(

ffiffiffi
"

p
) times, where " is the complex-valued

dielectric permittivity of the ground. However, soils with high dielectric permit-
tivity usually have large losses (Daniels, 2004) and propagation in lossy medium
causes increase in the pulse length. The lower the operational frequency, the
smaller this effect. Thus the desirable operational frequency band for this scenario
starts around 100MHz and goes up to at least 1.5GHz.

Like conventional GPRs, typical GPR sensors for landmine detection are either
video impulse systems (which physically transmit a short pulse of electromagnetic
energy) or stepped-frequency systems (which at any given moment of time physi-
cally transmit a monochromatic electromagnetic wave, but over some time
period, the frequency of this wave varies within a large frequency band) (Daniels,
2004; Ch. 6). Owing to the requirement of high operational bandwidth, many
GPR sensors for landmine detection are stepped-frequency systems [among them
HSTAMIDS (Hatchard, 2003) and ALIS (Sato and Takahashi, 2007)]. This system
approach allows realization of a relative bandwidth of typically not more than 10:1
(e.g., from 200MHz to 2GHz or from 1 to 10GHz); however, such system as
ALIS has a considerably large relative bandwidth of 40:1 (from 100MHz to 4GHz)
(Sato and Takahashi, 2007).

The video impulse systems use frequency band from 500MHz (some GPRs for
AT mine detection) up to 7GHz. The instantaneous relative bandwidth of such
systems typically does not exceed 5:1 and the operational band chosen in such
systems is a trade-off between desirable resolution and desirable penetration depth.
The higher the centre frequency of the operational band, the smaller the penetra-
tion depth but the larger the absolute bandwidth and, consequently, the down-
range resolution. In order to optimally combine high resolution with sufficient
penetration, either very short pulses (e.g., the NIITEK radar has the instantaneous
bandwidth from 50MHz to 7GHz) or several pulses with different pulse duration
(Yarovoy et al., 2002a) should be used. In the latter case, a short-pulse generator
provides high system down-range resolution for surface-laid and flash-buried
targets, while a long-pulse generator provides deep penetration into the ground
without degradation of the down-range resolution in the soil.

Two alternatives to the traditional GPR system design, namely noise radar
and maximum-length binary sequence (MLBS) radar, have been also implemented
for landmine detection. Introduced as a cheap technological alternative to stepped-
frequency/frequency–modulated, continuous-wave systems, noise radar (Narayanan
et al., 1995; Walton and Cai, 1998) has not demonstrated any operational
advantages over traditional technology. Theoretically it should be able to measure
simultaneously a full-polarimetric scattering matrix of a reflector; however, this
promise has not been realized so far. At the same time, an MLBS radar
(Ratcliffe et al., 2002; Sachs et al., 2003) developed within the DEMINE
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project has been proven to be a cheaper, lighter, and more compact alternative to
the video impulse system and can be considered as an attractive option for
a handheld system design. The main disadvantage of such a system is its relatively
high level of autocorrelation function sidelobes for a reasonably long pulse sequence,
which makes the operational down-range resolution of MLBS radar smaller than
that of a video impulse system with the same bandwidth (Daniels, 1999).

Antenna system. To achieve the down- and cross-range resolution desired of the
whole GPR sensor, it is not sufficient to realize a large generator bandwidth. The
achievable resolution also depends on the GPR antenna system and the data
processing method chosen (a high cross-range resolution can be achieved in
GPR only via migration-like data processing). So it is commonly known that the
antenna system is the most critical part of GPR hardware (Daniels, 2004). In
landmine detection, the antenna system should be elevated above the ground,
which makes for a principal difference in the GPR antenna design. Detaching
antenna from the ground increases the antenna input impedance (up to its intrinsic
value in free space), the antenna ringing, the transmit–receive antenna coupling
within the antenna system, and finally the radiation into air. Moreover, it widens
the choice of antenna types that can be used within the antenna system. Good
candidates for standoff GPR sensor for landmine detection are TEM and rigid
horns, Vivaldi antennas (and other tapered-slot antennas), the impulse-radiating
antennas (IRA), and spiral antennas, which are not often used in conventional GPR
systems. Also the problem of matching the antenna to the ground no longer exists.
Such qualitatively different from conventional GPR situation requires new strategy
in antenna system design. Below we illustrate such a strategy translating basic
requirements for an antenna system into requirements for antennas themselves.

In order to achieve the necessary system performance, the transmit antenna
should

• radiate a short, ultra-wideband pulse with small ringing (or for SFCW systems,
allow synthesis of a short pulse with small ringing in post-processing). This
demand is crucial as reflection of antenna ringing from the air–ground
interface can easily mask the reflection of a main pulse from a shallowly buried
mine. It is the antenna ringing that limits in practice the down-range resolution
of the whole system.

• produce an optimal footprint on the ground surface and below it, that is, the size
of the footprint should be sufficiently large to support data processing (the
branches of hyperbolas in the raw data should be long enough for detection),
but at the same time it should be as small as possible to reduce surface clutter and
undesirable backscattering from surrounding objects.

• radiate pulse with the same waveform throughout the footprint (important when
data focusing will be done in the data processing);

• be elevated above the ground surface to prevent triggering of mines.

The possibility to change polarization of the radiated field from one to orthogonal
one is also desirable.

The primary purpose of a receive antenna is to measure the field scattered by the
(sub)surface. So an ideal receive antenna should
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• receive the ultra-wideband field scattered by a (sub)surface with minimal
distortion;

• possess a relatively small effective aperture as the scattered field in a close proximity
to a target is spatially nonhomogeneous and its averaging over a large antenna
aperture (done by receive antenna) degrades the cross-range resolution;

• be elevated above the ground surface.

The possibility to simultaneously measure the backscattered field in two orthogonal
polarizations is also desirable.

In addition to the above-formulated technical requirements for the separate
transmit and receive antennas, the antenna system as a whole should possess high
transmit–receive (Tx–Rx) antenna isolation. If this requirement is not satisfied,
coupling in the transmit–receive antenna pair can obscure reflections from shallowly
buried targets and can substantially limit the dynamic range of the whole GPR system.

Trying to satisfy all these demands, antenna designers have developed two
approaches. In the first approach, the antenna system is physically small and placed
very close to the ground. The transmit and the receive antennas are identical. Such
antenna types as resistively loaded dipoles and bow ties (Daniels and Curtis, 2003;
Ratcliffe et al., 2002), spiral antennas with an aperture of a few centimeters
(Hatchard, 2003; Sato and Takahashi, 2007), and tapered-slot antennas are used.
The resistive loading is responsible for low antenna ringing. The antenna shielding
is widely used to decrease the transmit/receive antenna coupling. The small physical
size of the antennas and their close proximity to the groundminimize the footprint and
allow for measurements of the scattered field in a local point. This approach is
typical for handheld systems (see, e.g., Figures 14.8 and 14.9) but is also used in

Figure 14.8 Photo of the MINETECT system with a video impulse (Courtesy: ERA
Technology (Courtesy Dr. D. Daniels)).Two shielded dipole antennas are seen within the coil
of a metal detector.
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some vehicle-based systems (Chignell et al., 2000). The main advantage of this
approach is that it offers accurate measurement of the scattered field in a near zone of
the mine. The spatial spectrum of this field contains nonhomogeneous waves, which
are of importance for target classification and to produce a high cross-range resolution
in 3D images of the subsurface (Bloemenkamp and Slob, 2003).

In the majority of vehicle-based systems, however, another approach that is
based on elevating the antenna system considerably above the ground is preferred
(Witten, 1998). Such an approach allows antenna decoupling from the ground and
focuses the radiated electromagnetic field within a relatively small area on the
ground surface (typically, antennas are elevated so high that the ground is no longer

Figure 14.9 Ground survey with ALIS system (Courtesy: Prof. M. Sato).Two shielded spiral
antennas are seenwithin the coil of a metal detector.
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situated in their near field and the electromagnetic energy propagates according to
the antenna radiation patterns). The ground can be surveyed by mechanical or
electronic scanning of the illuminated spot over the air–ground interface. A very
clear description of such an approach is given in Chen et al. (2000). Elevation of the
transmit antenna above the ground makes it possible not only to focus the radiated
energy in a small spot on the surface but also to separate in time the antenna
coupling and reflection from the ground. Furthermore, substantial antenna eleva-
tion allows realization of full-polarimetric antenna systems and does not put strict
limitations on the physical size of the antenna aperture. The disadvantages of this
approach are the large propagation losses of the electromagnetic waves (on their
way from the transmitter to the ground and from the ground to the receive
antenna) and the impossibility to measure nonhomogeneous waves from the
spectrum of the electromagnetic field scattered by a target.

The elevated antennas are typically used within an antenna array. Use of an
array allows speeding up the ground survey. Such an array is typically formed by a
number of transmit–receive antenna pairs. Both antennas in such a pair are
identical. TEM and rigid horns, V-dipoles, tapered-slot antennas, and spiral antennas
are widely used as antenna elements. The mechanical scanning in the plane of the
array is replaced by sequential operation of the constituting antenna pairs. Despite
substantial increase in the survey speed in comparison with 2D mechanical scanning,
this approach still limits the scanning speed up to a few kilometers per hour.

A hybrid approach that combines the advantages of both approaches mentioned
above has been proposed in Yarovoy et al. (2001) and Sato (2003). The main idea of
this hybrid approach is that the transmit antenna is elevated sufficiently high above the
ground (exploiting all advantages of the second approach), while an array of receive
antennas is placed as close as possible to the ground (thus exploiting all advantages of
the first approach). For the transmit antenna, any ultra-wideband antenna with small
ringing and narrow radiation patterns can be used, whilst for the receive antenna, the
antenna should be small and transparent (for an electromagnetic field radiated from a
transmit antenna) with small ringing, e.g., a dipole or a loop.

The hybrid antenna system described in Yarovoy et al. (2007a) consists of a
single transmit and 13 receive antennas (Figure 14.10). The so-called dielectric
wedge antenna (Yarovoy et al., 2002b) is used as transmit antenna and loop
antennas are used as receive antennas. As the loops are transparent for the incident
wave, they are placed below the transmit antenna in its H-plane. The antenna
system is used with a multichannel GPR receiver, which allows for simultaneous
measurements of the scattered by the subsurface field with all receive antennas and
drastic (in more than 10 times) increase of the survey speed in comparison with a
traditional array-based system.

Stability of the system. Finally, the last critical aspect of the GPR sensor for
landmine detection is its time stability and accuracy of scattered-field measure-
ments. Although most GPR applications need to detect only underground objects,
a GPR for landmine detection should also be able to recognize detected objects to
keep the FAR at an acceptably low level. Such object recognition requires precise
quantitative measurement of the field scattered by underground objects. To be able to
measure the electromagnetic field with a maximal error of about 1%, a GPR should
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have a linearity better than 1% for both the amplitude and time axes of the sampling
converter, and the receive channel should have a linear dynamic range above 40 dB.
Nonlinear signal processing (like a time-varying gain) should not be used in the
receiver chain. The measurement accuracy is also decreased by time jitter (short
time instability) and discretization errors of an analog-to-digital converter (ADC).
However, the errors introduced by these two factors are random with Gaussian
distribution; their RMS value can be decreased to any desirable level by choosing a
sufficient number of averaging at the cost of increased data acquisition time.

Polarimetry. Despite the vectorial nature of electromagnetic waves, they are used in
the same way as acoustic (scalar) waves by the majority of GPR systems. Rarely are
polarimetric properties of the reflected signal used in GPR sensors for landmine
detection. The reason for this is the difficulty in measuring a full-polarimetric
scattering matrix of a reflector from a moving platform (a handheld or vehicle-
based one). The motion of the platform requires simultaneous or quasi-simultaneous
transmission of two orthogonally polarized electromagnetic fields and measurements
of the reflected field at two orthogonal polarizations. Fulfilling this requirement
doubles system complexity and results in a very complicated antenna system.

However, promising theoretical results on polarimetric properties of landmines
and the need to classify detected objects have pushed system designers to develop
polarimetric systems. Therefore, fully polarimetric measurements have indeed been
implemented in a number of forward-looking systems (Witten, 1998; Kositsky and
Milanfar, 1999). Down-looking systems typically do not have sufficient physical
space for a fully polarimetric antenna system [two exceptions are DEMAND radar
(Sachs et al., 2003) and multiwaveform radar (Yarovoy et al., 2002b)]. For that
reason some designers chose to use orthogonal polarizations for transmit and
receive antennas (Chignell et al., 2000). In such systems, the surface reflection is
considerably suppressed, improving the signal-to-clutter ratio.

Figure 14.10 The hybrid antenna system (fromYarovoy et al., 2007a).
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The overview of system designs presented above is far from exhaustive.
The challenges of the landmine detection problem have triggered an avalanche of
R&D work in the area of GPR sensors in the last two decades. Many new ideas
have been developed and implemented in GPR system design. As a result, a wider
spectrum of GPR hardware has become available.

14.4. GPR DATA PROCESSING FOR LANDMINE/UXO DETECTION

AND CLASSIFICATION

Like the hardware of a GPR sensor for landmine detection, the signal
processing of these sensors differs considerably from that of conventional GPR
systems. In conventional systems, the signal processing chain typically consists of
two steps: signal preprocessing (where raw data are enhanced by taking into
account a particular hardware design and data acquisition strategy, e.g., compensa-
tion of all types of instabilities, data interpolation on a regular grid) and object
detection. Interpretation of processed data is typically a task for a GPR operator. In
the dedicated to landmine detection GPR, detection of weak signals in relatively
strong clutter and classification of detected reflections are tasks too difficult and time
consuming for an inexperienced operator. That is why automatic target recognition
(ATR) algorithms are implemented to assist an operator (in handheld systems) or
exclude a human operator from decision-making process at all (in vehicular-based
systems). Typically the processing chain for landmine detection purposes consists of
preprocessing (which is extended in comparison with conventional GPR case with
a clutter suppression stage), initial detection (or primary detection or area selection),
where all suspicious anomalies of the subsurface are selected, and discrimination, in
which these anomalies are analyzed and classified as targets or friendly objects (Ho
et al., 2004). The basis of ATR is a set of measurable features (‘‘feature vectors’’).
Such a set should ideally uniquely characterize the target. Examples of such
measurable features are the size and shape of the object, its dielectric permittivity,
natural resonances, and particular patterns in the time–frequency plane. Theoreti-
cally, the reflector can be fully identified based on its shape, size, and spatial
distribution of dielectric permittivity. All these features can be provided by solving
the inverse problem (Berg and Abubakar, 2003). However, the huge total amount
of necessary measurements of the reflected field and the very high computational
costs involved prevent practical realization of this approach.

The requirements of the processing algorithms for the detection and discrimi-
nation parts of the processing chain are very different. The initial detection should
be done in real time with a very fast algorithm, the probability of detection should
be 100% in order not to miss any mine, and the FAR can be moderate. The
discrimination step can be done in almost real time, a large set of data can be used to
analyze each detected anomaly, and the processing should drastically reduce the
overall FAR. Many algorithms originally developed for conventional GPRs are
widely used for detection. However, due to differences in the scenario (elevation of
antennas above the ground, low signal-to-clutter ratio, etc.), these algorithms
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should be modified. For the discrimination step, different ATR algorithms are used,
and such algorithms are new to GPR processing. In the rest of this section we
consider specificity of detection algorithms and briefly discuss ATR algorithms.

Initial detection. Detection of landmine and UXO responses in GPR data is
complicated by the typically low signal-to-clutter ratio and the generally unknown
response of targets. Elevation of antennas above the ground causes additional diffi-
culties as the antenna coupling and the reflection from the air–ground interface are by
far the strongest signals in a GPR profile and mask reflections from targets of interest.

If an object’s response is known (from a model or a training dataset), it is
possible to develop an algorithm searching for this known response in an A-scan.
The most popular among such algorithms is the inverse-matched filter (Osumi and
Ueno, 1984). The choice of the filter parameters is discussed in Osumi and Ueno
(1984, 1985). When applied to a GPR profile, the inverse-matched filter efficiently
compresses it. As an example of such compression, we present compression of the
signal reflected from the air–ground interface in Figure 14.11. However, the side-
lobe level of the compressed signal is relatively high; it masks reflections from flush
and shallowly buried objects.

To overcome this particular problem, several other algorithms have recently
been developed for object detection within a single A-scan (see, e.g., Roth et al.,
2003; Kovalenko et al., 2003b). The searching algorithm of Kovalenko et al. is
based on minimal discrepancy between the real signal and the template and does
not require the use of deconvolution. Such search procedure can be applied not
only as a stand-alone detector but also as a preprocessor for more complicated
multistep detection algorithms. In such a case, the procedure considerably improves
the detectability and reduces the FAR (Kovalenko et al., 2007a).

A principally different approach to target detection in a single A-scan is based on
using different time–frequency methods. The localization of a specific frequency at
a particular time is the basic principle of time–frequency analysis. Wavelet analysis
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Figure 14.11 Application of the inverse-matched filter to the probing signal of the radar (from
Kovalenko et al., 2003b).
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(Le-Tien et al., 1997; Brooks, 2000) and Wigner transform analysis (Strifors et al.,
1996) are the most often used tools.

Despite some successes achieved by target detection in a single GPR profile, the
most common approach is target detection in a number of closely acquired GPR
profiles (a B-scan or a C-scan). The simplest detection technique here is peak-
energy detection, where all energy over each GPR profile is integrated over the
profile and projected on the ground surface. Thresholding and binarization of this
projection results in a 2D map of the horizontal positions of detected objects. This
approach works well only for the detection of strong subsurface reflectors, as weak
reflections are masked by the surface clutter.

A more efficient detection approach is based not on peak-energy detection but
on detection of a certain spatial distribution of reflected energy. An object reflection
in a 3D volume of GPR data has a shape similar to a hyperboloid. In the B-scans, it
shows up as a hyperbola and in the time slices as an ellipse. Considerable work has
been done on the detection of small objects with GPR using hyperbola detection
(Milisavljević et al., 2001). This approach consists of five major steps: background
removal, thresholding, edge detection, application of the randomized Hough
transform (RHT) (Xu et al., 1990), and determining the burial depth of the
reflector from the three hyperbola parameters. This approach works reasonably
well for detection of relatively strong reflectors. Furthermore, homogeneity of the
ground and positioning of GPR antenna system in direct contact with the ground
are essential conditions for this method. Inhomogeneity of the ground results in
another shape rather than a hyperbola for the reflector response.

Applied to landmine detection, such a detection approach has several limita-
tions. First, elevation of GPR antennas above the ground changes the reflection
shape. The original shape is described by a fourth-order curve, which can be
approximated by a hyperbola near its top and at its far branches. Second, the
parameters of this curve depend on the burial depth and horizontal displacement
of a reflector from the GPR survey transect. This information is not known
beforehand and can be determined only after object detection. To overcome
these problems, the traditional hyperbola detection algorithm has been modified
in Milisavljevic and Yarovoy (2002). The modification is based on simultaneous
processing of the data acquired by two separate receive antennas and utilizes the fact
that the targets of interest are flush or shallowly buried.

The above-mentioned problems due to antenna elevation can be also circum-
vented by choosing another cross section of C-scans, namely time slices, to search
the target response. In time slices, the reflection shape shows up as an ellipse. An
object detection algorithm, which is based on ellipse detection in time slices, is
described in Yarovoy et al. (2003a). The algorithm is also based on the RHT. The
detection algorithm searches for ellipses in a series of slices. When detected in a
series of consecutive slices, an object response provides information about the
horizontal position of the object (from the position of the ellipse centre), dielectric
permittivity of the ground (from the increase in the ellipse size), and burial depth of
the object (from a time delay and the calculated dielectric permittivity of the
ground). The performance of the algorithm is demonstrated in Figure 14.12. It is
important to mention that the ellipse detection algorithm is rigid against vertical
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variations of the soil dielectric permittivity and variation in the spatial positions of
transmit and receive antennas (e.g., variation in the antenna elevation above the ground).

Furthermore, different statistical tests can be applied to B-scans (or C-scans) to
detect variations from the background models including Kalman filter (Zoubir
et al., 2002), HANOVA test (Xu et al., 2002), generalized likelihood ratio test
(Gunatilaka and Baertlein, 2001; Ho and Gader, 2002), artificial neural networks
(Plett et al., 1997), fuzzy logic (Gader et al., 2001b), hidden Markov models (Gader
et al., 2001a), and abrupt change detection theory (Potin et al., 2006). The hidden
Markov’s model approach has been applied in Zhao et al. (2003) and Ho et al.
(2004) for the detection of hyperboloid-like distributed features. A method of
lowering the FAR for a handheld device, where hyperboloid traces of objects are
disrupted by nonuniform sensor motion, is introduced in Gader et al. (2001a).

Similar approaches can be used for detecting targets in focused (migrated) GPR
data or GPR images. The focusing algorithm places all reflectors in their correct
physical positions and thus allows relatively simple separation of reflections coming
from above surface reflectors, the air–ground interface and buried objects. This
substantially simplifies the task of object detection. Furthermore, the focusing
algorithm reconstructs the reflector shape (how accurately this is done depends
on the focusing algorithm) (Slob, 2003). Below, we demonstrate advantages of
GPR data focusing before target detection. However, implementing focusing
algorithms in the processing chain is computationally expensive.

The simplest detection algorithm for focused data is very similar to the peak-
energy detector described above. By concentrating reflected energy in positions
where reflectors are physically situated, the focusing algorithm makes for a
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Figure 14.12 Time slice with the object responses (a) and detected ellipses (b).
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considerable change in the performance of the detection algorithm. A 2D map
resulting from such an algorithm (Yarovoy et al., 2003b) is presented in
Figure 14.13. It can be seen that the map represents the shapes of the reflectors
relatively well. However, the surface-laid objects have considerably higher ampli-
tude in comparison with identical but shallowly buried ones. To improve the
visibility of a buried object, the projection algorithm (windowed projection) has
been modified (Kovalenko et al., 2004). The windowed projection improves
the detectability and reduces the FAR. Two-dimensional images resulting from
projection can be further analyzed by means of well-developed image processing
techniques for landmine image detection.

The disadvantage of any projection technique is that important information
available in the depth dimension is lost. Several attempts to utilize this information
have recently been made. Below, we shall demonstrate the high potential of 3D
image analysis based on Ligthart et al. (2004). The first step of any 3D image analysis
is volume selection, which can take the form of, for example, an area selection in
consecutive depth slices. After thresholding and binarization, the 3D image looks
like Figure 14.14. The image typically contains a lot of artifacts due to surface
clutter, so the second step in image processing scheme is clutter removal. An
example is removal of objects with large horizontal size and those with small height
as surface clutter typically shows up in a few depth slices covering a depth range of a
few millimeters, while the target reflection covers a range of about a few centi-
meters. The target reflection also has limited horizontal size (not larger than 15 cm),
so objects with considerably larger horizontal size belong to the surface clutter.
Removal of objects with a large horizontal size and those with small height resulted
in a reduction of almost 70% of objects in the surveillance volume. The resulting
image is shown in Figure 14.15.

Another approach based on the detection of a distinctive target signature, which
appears in focused C-scans has been suggested in Cosgrove et al. (2004). If polari-
metric information is available, it can be used to suppress clutter and improve object
detection (Stiles et al., 1999; Sagues et al., 2001).
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Figure 14.13 Energy projection of the SAR images for two orthogonal polarizations (adapted
fromYarovoy et al., 2003b).
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Object classification. As mentioned earlier, all processing steps that result just in
object detection should be followed by a discrimination step. In this step, the
friendly objects should be separated from targets. Such classification can be done
based either on the analysis of the reflected signal or on the analysis of the reflector
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Figure 14.15 Binary 3D image volume after removing objects with large horizontal extend
and small vertical size (adapted from Ligthart et al., 2004).
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Figure 14.14 Binary 3D image volume after thresholding (adapted from Ligthart et al., 2004).
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image. In both cases, classification requires feature extraction as a preliminary step.
Correct selection of features is very important for obtaining good end result. Ideally
the selected feature should be based on physical processes that distinguish landmines
from other objects. Dielectric permittivity and regular shape (very often rotationally
symmetric) can be given as examples of such distinctive features. The feature
extraction step is followed by confidence assignment and decision-making steps.
These steps are often done jointly by an algorithm called a classifier.

For reflection-based classification, either a template of the desired IR or some
parameters of this response can be used. The simplest IR model (Roth et al., 2002)
classifies objects by extracting three parameters of the model: the magnitude of
reflection from the top of the object, the magnitude of reflection from the bottom
of the object, and the separation in time between these two reflections, and fits the
IR model to the measured reflection (Lijn et al., 2003). Features extracted from the
early target response might be used for more advanced classification of targets
(Savelyev et al., 2007).

Image-based classification typically requires considerably more features.
These features can be grouped into several classes, e.g., shape-based features
(dealing with object shape), statistical features (dealing with intensity distribu-
tion within the object), and template features (showing similarity between
chosen templates and the measured image). Feature selection is discussed and
some examples are given in Fukunaga (1990), Cremer (2003a), and Ligthart
et al. (2004). Because classification time increases drastically with number of
selected features, feature selection is an important issue. Selection of the best-
performing features (selected as a single feature) typically does not result in
optimal performance. Here it is more important to form a multidimensional
feature space, in which a multidimensional volume-containing desired object is
well separated from the rest of the reflectors.

Selecting a classifier is no trivial task either. The most often used classifiers are
the supervised classifier, the Naive Bayes classifier, the Neyman–Pearson classifier,
the learning vector quantization (LVQ) classifier, and statistical classifiers such as
generalized-likelihood ratio test (Gunatilaka and Baertlein, 2001), discrete hidden
Markov model (DHMM), (Zhao et al., 2003), ad hoc hierarchical decision schemes
(Gader et al., 2004), and 2D the least mean squares (LMS) algorithm (Torrione
et al., 2006]. The majority of advanced classifiers are based on neural networks,
fuzzy logic, or statistical methods (Gader et al., 2001a; Collins et al., 2001).
Performance of different classification algorithms applied to the sets of experimental
data from NIITEK radar is described in Wilson et al. (2007). The considerable
computational effort required for developing classification algorithms is typically
paid off by good overall performance of the processing chain. Typically, a classifi-
cation procedure outperforms any simple energy detection algorithm (energy can
be viewed as a single feature with its value as a confidence level) (Gader et al.,
2001b). As an example, Figure 14.16 shows the result of applying such a classifica-
tion procedure to the image of Figure 14.14.

The final choice of processing algorithm (for both the detection and discrimina-
tion steps) depends largely on the type of system used. For a vehicle-based system,
the application of an antenna array and the availability of accurate-positioning
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information together with the possibility of heavy signal processing implementation
favor the selection of feature-based detection algorithms operating with 3D data
volumes (C-scans). For the majority of handheld systems, the absence of accurate-
positioning and sensor orientation information together with a varying antenna
elevation above the ground favors a much simpler algorithm like the peak-energy
detectors or hyperbola detectors. The final decision on object classification for
handheld systems is typically left to the GPR operator.

14.5. FUSION WITH OTHER SENSORS

Numerous tests on different types of sensors for UXO/landmine detection
have clearly demonstrated that at the moment, there is no single sensor that can do
the work. Hence, a high-tech solution of the problem will have to be a combina-
tion of different sensors. The majority of multisensor systems developed so far
combine a GPR sensor with a metal detector and a visual-light or infrared camera
(McDonald et al., 2003). These three sensors form the ‘‘detection’’ kernel of the
system. In addition, some systems include the so-called ‘‘confirmation’’ sensors
(e.g., a thermal neutron detector), which are used only for final classification of
suspicious detected objects. At the moment of writing of this Chapter, three dual-
sensor, handheld systems were in production: AN/PSS-14 (formerly HSTAMIDS,
which is a SFCW system with one transmit antenna and two spiral receive
antennas; Hatchard, 2003), MINEHOUND (a video impulse radar with two

80

80
70

60

50

40

30

20

10

100 120 140 160 180 200 220 240
x-direction in cm

y-
di

re
ct

io
n 

in
 c

m

20
40

60
80

100
120

140
160

D
ep

th
 in

 s
lic

es

Figure 14.16 Binary 3D image volume (same as in Figure 14.13) after classification (adapted
from Ligthart et al., 2004).

Landmine and UXO Detection and Classification with GPR 469



shielded dipoles; Daniels et al., 2005), and ALIS (a SFCW system with two shielded
spiral antennas; Sato and Takahashi, 2007). All these systems include a metal
detector as a primary sensor, i.e., for mine detection, and a GPR sensor as a
secondary sensor, i.e., for identification/classification/confirmation.

Mutual processing of the data coming from different sensors is called sensor
fusion. It is the process in which information from different sensors is used for a
unified declaration of objects as detected by these sensors. Commonly a distinction
is made between three different levels of sensor fusion: data-level fusion, feature-
level fusion, and decision-level fusion (Waltz and Llinas, 1990). In the majority of
multisensor systems developed so far, data acquired by different sensors are fused at
a decision level (McDonald et al., 2003). In the handheld systems, this fusion is
actually done by an operator. Fusion at lower levels (feature fusion or data fusion)
requires on the one hand considerably more computational power and on the other
an in-depth understanding of the performance of each sensor and access to the
preprocessed data of these sensors. Despite evident difficulties with its realization,
feature-level fusion can provide much better results in terms of detectability and FAR.

The feature-level sensor fusion process starts with the selection of the regions of
interest with their features as measured by the individual sensors and consists of
three steps. The first step is initial detection and feature extraction. The second step
is object association and feature reconciliation. In this step, the features from the
selected regions from different sensors are combined to form an associated object.
The third and final step is decision making. Object association and feature recon-
ciliation is the most important part of feature-level sensor fusion. The remaining
steps are general steps for detection and feature-based classification; they are not
specific for feature-level fusion.

The simplest object association algorithm is as follows. For each object from one
sensor, the object from the other sensor that is closest in distance is found. If this
distance is within the maximum bound (smaller than a typical size of the target),
then the two objects are associated. With this form of object association, there is
always a maximum of two associated sensor objects. This one-to-one object
association avoids the ambiguity that might arise with one-to-many object associa-
tion. The disadvantage is that there is a chance that the wrong objects are associated.
This chance can be minimized by including more information. One source of
information may be the object depth (Schavemaker et al., 2001), but this requires a
different object association approach. More advanced generic object association
approach has been suggested in Kovalenko et al. (2007b).

In principle, feature-level fusion can handle all features from all sensors. For
some sensors (e.g., polarimetric ones), a number of observations per sensor can be
more than one (e.g., observations on different polarizations). Then each observa-
tion might be considered as a separate sensor (Kovalenko et al., 2007b). However,
the number of selected features should be kept to a minimum as an exhaustive
search over all feature combinations would require an enormous amount of
evaluations and is not feasible. As has been shown by Cremer et al. (2003b) for a
polarimetric IR and GPR sensor suite, the following features can be considered: the
level above the top-hat threshold, the area, the average Q value, the average U
value and the contrast in I (for polarimetric infrared) and the variation in depth, the
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variation in energy, the average energy, the depth, and the variation of highest
positive value (for GPR).

With the examples of these two sensors, it is possible to demonstrate the
efficiency of the feature-fusion approach. The original images coming from
both sensors are shown in Figure 14.17 (for the GPR sensor, the image is
obtained by projection of a 3D-focused GPR image to the surface). The
training set is small: only 21 landmines and 20m2 area. The number of
potential false alarms is high for both sensors (1485 for the polarimetric IR
and 2616 for the VIR). This joint dataset has been classified by two feature
classification methods (LVQ-dist classifier and the Naive Bayes classifier). The
results are shown in Figure 14.18. The fusion results for both classifiers at the
training dataset are always better than the single-sensor results with the same
classifier. Furthermore, a couple of sensor fusion receiver operating character-
istic (ROC) points in the evaluation set were better (in terms of detectability
by a fixed value of the FAR) than the single-sensor evaluation set results.

(a) I (b) Q (c) U (d) VIR

Figure 14.17 Polarimetric infrared (I,Q, andU) and ground penetrating radar (GPR) (VIR)
images of the test ground (fromCremer et al., 2003b).
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14.6. OVERALL PERFORMANCE OF GPR AS AN UXO/LANDMINE

SENSOR

The overall performance of the GPR sensor for landmine detection heavily
depends on the way in which it is used and what processing algorithms are
implemented in it. Again, there are principal differences between handheld systems
and vehicle-based systems.

The implementation of a GPR sensor in a handheld system is restricted by
weight and size as the ground is surveyed manually. Typically a handheld system
includes a relatively simple GPR with a single pair of transmit–receive antennas
(single transmit and two receive antennas are used in HSTAMIDS) and relatively
simple data processing. Often such a system detects objects based on B-scan
processing. In ALIS, accurate-positioning information is available due to an addi-
tional sensor, allowing for computing 3D subsurface image and image-based object
detection. In all handheld systems, classification of detected objects is left to the
operator.

In the field trials of produced handheld mine detectors, it has been demonstrated
that the GPR sensor improves the overall performance of the whole detection
system. Statistics of the operational use of AN/PSS-14 from April 2006 to March
2007, during which 22 mine fields with a total area of 238 365m2 have been
cleared, shows operational improvement from 7 to 17 times in comparison with a
metal detector (Doheny, 2007). Improved performance results in the increase of the
scanned area per day from 25m2 (performance of a conventional detector) to
275m2. Operational testing of MINEHOUND in 2005 has demonstrated reduc-
tion of the false alarms by a factor of better than 5:1 in Cambodia and by a factor of
better than 7:1 in Bosnia and Angola (Daniels, 2006b). Similar performance of
ALIS has been reported in Sato and Takahashi (2007).

Regarding the performance of GPR sensor alone, it has been reported in Daniels
and Curtis (2003) that at a Bosnian test site of 200 cells of area 1 � 0.5m2, which
consist of a gravel layer approximately 15 cm thick on top of a clay type soil, the
GPR sensor of MINETECT (a prototype of MINEHOUND) has detected 100% of
the mines, which were predominantly PMA2 and PMA3 AP mines. On a native
Balkan topsoil test site with minimal grass vegetation (also 200 cells of area
1 � 0.5m2 consisted), the GPR sensor detected 94% of all the AP mines.

Vehicle-based GPR system in general allows for higher quality of the acquired
data and much higher processing power than that in handheld systems. In these
systems, complicated processing of the whole 3D volume of measured data is
realized. Reports on field trials of such systems suggest that the GPR sensor does
not suffer from major problems in detection of AT mines (Pressley et al., 2003)
and under many circumstances can successfully detect all AP mines laid (Schave-
maker et al., 2003). The main problem, however, is not an insufficient detection
level but a high FAR. Reduction of the latter can be done via enhanced signal
processing (especially the classification step of it) and improvement of the hard-
ware in order to support extraction of features from the measured data necessary
for classification.
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14.7. CONCLUSION

Over the last two decades, GPR has surfaced as a promising technology for
landmine and UXO detection. Under different environmental conditions, the
GPR sensor demonstrated a high detection rate for UXO and antitank mines.
The detection of AP mines is more difficult, but here very promising results are
demonstrated as well (especially for shallowly buried mines). Furthermore, the
GPR as close-in sensor has proven its ability to support classification of detected
objects and drastic reduction of the FAR during demining operations. The applica-
tion of GPR systems as standoff sensors for the detection of the former test ranges
with UXO and landmine fields is not yet as successful as in close-in detection
missions; however, this is the subject of continuing research.

The GPR sensor has a number of advantages over other landmine detection
sensors. First, it is complementary to conventional metal detectors. Rather than
detecting exclusively the presence of metal, it senses variations in the electro-
magnetic properties of the ground and therefore it can find mines with a wide
variety of types of casing (not just those with metal). Second, it can often generate
an image of the mine or another buried object based on dielectric constant
variations because the size of the most mines is generally larger than the required
radar wavelength at frequencies that still have a reasonable penetration depth. On
the basis of the image or other features (which can be extracted from the image),
the detected objects can be classified. Third, GPR scans at a rate comparable to
that of an EMI system. Finally, GPR is a mature technology, with a long
performance history.

However, GPR is not the ultimate solution for the landmine detection
problem. GPR is not a specific sensor for explosives, and it detects only
secondary signs of explosive devices (first of all, the dielectric contrast with
environment). Because GPRs sense all electromagnetic inhomogeneities of the
ground, all natural subsurface inhomogeneities (such as roots, rocks, and water
pockets) will be a source of false alarms, which should be discriminated in later
processing. Whether or not a GPR will detect a landmine/UXO highly
depends on soil moisture, surface roughness, and mine location; such complex
interplays make its performance highly variable and difficult to predict. Due to
the above-mentioned reasons, a GPR sensor cannot perform the role of stand-
alone sensor for landmine/UXO detection. However, it can play a crucial role
within a multisensor suite. Ground penetrating radar and EMI sensors seem to
be a very powerful combination, as together they can detect almost all land-
mines and classify them as landmines.

The design of a dedicated GPR sensor for landmine detection is a big
challenge to a vast community of scientists and engineers active in the areas of
system design, RF engineering, signal processing, and applied electromagnetics.
After more than a decade of intensive R&D work, the three handheld systems
with GPR sensor (AN/PSS-14, MINEHOUND, and ALIS) came into pro-
duction. This gives hope that operational deminers worldwide will finally
receive tools that can make a real difference in the field.
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15.1. INTRODUCTION

Solving subsurface problems in the field of archaeology without destructively
intervening with the buried materials has become a prime focus of the archae-
ological community. The science to study, measure and quantify archaeological
structures remotely has been designated as the field of Archaeometry. Remotely
detecting archaeological structures is very important because excavation of a site
can inadvertently destroy essential archaeological evidence which can then never be
recovered. Because of the successful application of a variety of geophysical tools,
and in particular GPR to probe beneath the ground, many archaeologists now
regularly initiate geophysical surveys before studying or excavating potential sites.
The application of GPR in archaeology has ranged from studying protected sites
which can never be excavated, to using GPR to quickly and cost-effectively plan
and carry out mitigation projects. GPR surveys at sites that are impacted by
development fall under the category of rescue archaeology. This is the largest
growing segment of the GPR applications in archaeology, and these kinds of
surveys are expedited by a growing number of geotechnical consulting firms.
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The first application of GPR in archaeology was initiated soon after the first
commercial equipment became available in the 1970s. One of the earliest docu-
mented uses of GPR for archaeological prospection occurred in the mid-1970s
when Bevan and Kenyon (1975) and Bevan (1977) used GPR to look for radar
reflections from buried walls and variety of other historic structures; and Vickers
and Dolphin (1975) used GPR to look for radar reflections from suspected buried
walls associated with the native American Indian structures at Chaco Canyon.
Dolphin et al. (1978) applied GPR in the successful search for caves on Victorio
Peak in New Mexico.

A variety of GPR case histories were published in the 1980s and 1990s. Vaughn
(1986) used GPR to discover a sixteenth century Basque whaling station and to
locate the graves of fisherman. In Japan, Imai et al. (1987) applied GPR to discover
pit house floors buried in volcanic soils with great precision. DeVore (1990) used
GPR for investigations at the Fort Laramie National Historic Site. Other notable
early GPR surveys for archaeological prospection includes studies by Bevan (1991),
Sheets et al. (1985), Fischer et al. (1980) and Batey (1987).

These early GPR studies were primarily concerned with the discovery of
buried features within known sites rather than imaging them. The early surveys
used only paper records of the real-time GPR survey and never had the ability to
perform any post processing on the data. Nonetheless, great efforts were used by
the early investigators to create maps of subsurface anomalies by hand-contouring
locations of continuous anomalies mapped in the field. These early crude maps
have since been replaced by computer-generated time slice images. It is not
known when the first computer-generated images that mapped horizontal
changes in recorded reflections at constant time intervals were investigated. The
authors have had access to unpublished reports (furnished by Bruce Bevan)
showing as early as 1980, GPR surveys were done by researchers at Batelle
National Laboratories in which a tractor-mounted digital-recording radar was
used and computer-generated amplitude time slice maps were created from the
recorded radargrams at an archaeological site. A crude form of time slice analysis
was also available in 1986 from Geophysical Survey Systems Inc., the company
that developed the first commercial GPR system. Nishimura and Kamei (1990)
and Milligan and Atkin (1993) were among the first to employ a basic form of
time slice analysis, in which radar reflections were mapped horizontally for
archaeological applications.

The early time slice softwares created very pixilated maps where the profile
spacing represented the width of the pixels displayed on the computer screen.
These early maps were difficult to interpret and use because the line density
remained fairly coarse. The early method has recently been explored again where
a very fine line density recorded in the field has been applied in the data collection.
Grasmueck and Weger (2002) have applied this older method to map marine
sediments; however, their line density of 10 cm or less is rarely applied in archae-
ological environments. Goodman and Nishimura (1993) and Goodman et al.
(1995) refined the GPR time slice method by binning data and applying interpola-
tion procedures to estimate inter-profile locations. Interpolated time slice maps
have helped to create more useful images for archaeological applications,

480 Dean Goodman et al.



particularly at sites where clutter is a problem that masks the continuity of
features at a site. Several investigators have emulated the inter-line interpola-
tion method for time slice analysis in radar, also with successful imaging results
(e.g., Conyers and Goodman, 1997; Conyers and Cameron, 1998; Neubauer
et al., 1999; Kvamme, 2001; Conyers and Connell, 2007; Piro and Goodman,
2008).

In this chapter we will briefly introduce the GPR field methods for archae-
ological investigation and look at a few GPR case histories that involve GPR-
imaging techniques.

15.2. FIELD METHODS FOR ARCHAEOLOGICAL ACQUISITION

For most archaeological surveys with GPR, detection is the most important
aspect of the investigation. When a sufficient density of profiles is recorded across a
site, structural information can also be obtained regarding the buried features.
Often investigators will choose a line density and profile direction that may yield
the most successful imaging. In surveying grave sites, for example, where there is
some initial knowledge that the graves are running in a roughly north–south
direction, investigators will normally orient the line taking in an east–west direc-
tion. This will yield the best possible chance of traversing the graves. If a profile
spacing of say 1m were applied, there is a possibility of missing a grave if one were to
profile parallel to the long axis, because the grave may be less than 1m wide. Taking
data perpendicular to the longer axis of the grave, or for that matter any archae-
ological structure, will aid detection. Recording of profiles in orthogonal directions
will insure that a buried artifact will have been traversed and increase the probability
of detection if the line density is at least half the smallest horizontal dimension of the
buried targets.

Nonetheless, shallow and narrow features may require a very fine line density
for detection. Shown in Figure 15.1 is a generalized description of the ‘‘unsampled’’
region versus the profile spacing. If the profile spacing is large, shallow areas can
have no microwaves penetrating the region. At greater penetration depths how-
ever, the unsampled region decreases. If small targets are buried close to the ground
surface, detection of these features may require denser line spacing than objects
which are buried slightly deeper and within the penetration depth of the antenna.
This thinking somewhat goes against what we believe about GPR: the shallower
something is the better chance we can detect it. This is obviously not the case if
buried materials are very shallow and a sufficient line density is not employed in the
field survey.

In general, the smallest detectable size of archaeological materials is in general
dependent on the frequency of the transmitting antenna. Typical frequencies for
archaeological investigation range from about 200 to 800MHz; however, even a
low-frequency antenna on the order of 20MHz might be used to discover struc-
tures buried below 15m and 4GHz antenna might be used to measure shallow
features a few centimeters thick for instance on ancient mosaic floors (Utsi, 2006).
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Smaller high-frequency antennas can resolve smaller objects better than larger
lower frequency antennas. Large antennas can detect very small objects, although
the significance of the reflections from those small objects may not be realized by
the naked eye on a single radargram profile. These reflections may be so minute that
the changes may not be easily visualized. For instance, imaging a buried archae-
ological debris field, perhaps containing high concentrations of small fragments of
ancient habitation (e.g., flint chips or other materials) may show some scattered
energies on the radargrams which may only be one or two digital values different
than in areas where no debris are located. Unless a fortunate color transform is used,
it is unlikely that these small reflections will ever be noticed within the radargram –
vertical slice – dataset. An alternative method for presenting GPR data from
archaeological sites is needed to show these minute changes. Rather than showing
the changes in reflected energies along the vertical radargram slices of the ground, it
is more useful to map horizontal changes of reflected energy across a site. In this
case, small, but consistent reflections above the background noise can be visualized
by using time slice analysis.

15.3. IMAGING TECHNIQUES FOR ARCHAEOLOGY

There are a variety of imaging and analyses that can be implemented to solve
the multitude of subsurface conditions in the archaeological field survey. Among a
few of these imaging techniques and analyses are

Time slices – mapping of reflection anomalies horizontally across a site at various
depths.

Isosurface rendering – showing equal amplitude surfaces in a 3D dataset by rendering
the data, e.g. applying shading to the surface to give a 3D effect.

Profile spacing vs. unsampled area

Figure 15.1 A depiction of the size of unsampled shallow areas of the ground versus line
density is given. Shallowly buried targets that are smaller than half the aperture size of the
prospecting antenna require slightly denser line spacing to be consistently detected. (The
directional response function is assumed to have most of the energy transmitted within a beam
that is about120�wide).
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Static corrections – correcting and implementing the topography in the GPR dataset.
Overlay analysis – collecting (strong) reflectors from individual time slice maps and

overlaying the results on a single, comprehensive 2D time slice.

The process of time slice analysis is not new for archaeological applications (Good-
man and Nishimura, 1993). Goodman and Nishimura (1993) found from archae-
ological imaging, radargrams that were ‘‘binned’’ or spatially averaged in the vertical
and horizontal windows to examine pulse energy, and then interpolated to create
3D volumes, provided more visually useful images for reading the continuity of
subsurface reflection anomalies. Particularly at archaeological sites where subsurface
structures may not be buried at equal depths (reflection times) and to reduce radar
clutter, thicker slices of the radargrams often provide more useful images of the
subsurface. Typically the radar signals are averaged over at least 1–2 wavelengths of
the transmit pulse. Horizontal spatial averaging along the profile is set equal to or
slightly less than the profile spacing. In the time slice analysis, the squared amplitude
of the binned zone is averaged. A set of time slice datasets that are created by
merging navigation data are then used to develop interpolated grid maps. Inter-
polation is usually done using a variety of algorithms; however, the authors have
found the krigging algorithm (Isaaks and Srivastava, 1989) for finding interline
estimation provides better resolution in developing time slice maps for archaeolo-
gical applications.

One of the natural effects of time-slicing radargrams, and mapping variations in
reflected amplitudes, is that this acts as a background filter. Often, GPR radargrams
can have significant banding noise caused by equipment designs as well as rever-
berations from the ground surface. It is difficult to see reflective changes in the
ground surface waves, or any part of the radargram where banding background
noises are significant. By slicing the data, the banding noise is removed because only
deviations from the averaged background noise are being detailed. GPR practi-
tioners often will apply a series of filtering operations to remove background noise
before beginning the time slice analysis. This filtering can have the unfortunate
effect of removing features, which are more or less parallel to the radar profile. If a
linear feature like a wall is being imaged, then a possibility of deleting this wall
could occur if the structure is parallel to the profile direction. In data presentation
for archaeological sites, radargrams that are unfiltered for background noise are often
more useful for creating subsurface images. When line noise dominates the radar-
gram dataset, using background filtered radargrams is the preferred dataset to create
slices. For display purposes of 2D radargrams themselves, the background removed
data are much more useful for identifying archaeological targets than are the raw
radargrams.

Migrated data are often used at archaeological sites where the microwave
velocities can be determined, subsurface features and stratigraphy are well defined,
and where hyperbolic reflection patterns dominate a site. Migration is used to
reduce hyperbolic diffraction tails, but often results in reduced relative signal
amplitudes. Detection is usually the most important objective. The fact of a small
target having a larger footprint because it has not been migrated is sometimes more
useful when time slice images are made for archaeological sites. In un-migrated
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datasets, small features appear larger than they really are and can be detected. It is
not unusual to use several sets of processed and unprocessed radargrams to extract
different and essential information regarding an archaeological site.

Image processing is an important consideration in generating time slices. In some
cases the time slices are presented as either linear, square root, or logarithm transforms
to delineate various features that have a large dynamic range in recorded reflection
intensity. Also, custom transforms are generated to amplify a particular reflection
within a dataset, which may be the archaeological targets of interest. It is not always
the case that the targets of interest are the strongest reflectors. Desired targets may be
the mid-range to lowest reflection anomalies mapped across a site. In addition,
minimum and maximum thresholding is often applied to the time slice maps to
enhance or reduce background noise. Within each separate time window chosen, the
full range of colors is generally applied between the relatively weakest and the
strongest reflectors. The relative amplitude time slices can show the relative features
within each time window clearly. However, the importance of these anomalies when
compared with the strongest reflections in the entire dataset can be lost. For this
reason, a series of time slices are sometimes displayed using an absolute reference
amplitude in order to show the true recorded reflection amplitudes between different
reflection times at a site. Finally, in order to convert time slices into actual depth
slices, knowledge of the microwave velocities at the site is required.

15.4. DEPTH DETERMINATION

Determining the depth of a GPR survey can be accomplished by several
methods:

1. making laboratory measurements of the dielectric and conductivity;
2. placement of a known object at depth to measure the two-way travel time;
3. wide angle measurement using separated transmitter–receiver antenna;
4. matching the shape of hyperbolas detected on the GPR radargram.

The first method involves collecting of samples of material at a site and then
performing geophysical measurements back at the laboratory. One essential pro-
blem with performing laboratory measurements is that it is difficult not to disturb
the material, and the in situ properties can be lost during extraction and transport.
The second method of burying an object in the ground and then measuring the
two-way travel time to the object provides reasonable estimates. However, usually
the ground has been disturbed above the emplaced target and the measurement may
be corrupted. Often a two-way travel time may be measured near a cut in the
ground and an object can be inserted from the side so as not to disturb the upper
material (Conyers and Lucius, 1996). This method provides a closer measurement
to the microwave velocity at a site. In wide-angle measurements (sometimes
referred to as ‘‘CMP’’) the travel–time slope of a reflecting surface is used to provide
an estimate of the microwave velocity. This method requires a flat reflector at depth
and relatively homogenous materials over the length of the field measurement.
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The fourth method involves matching of hyperbola observed on recorded
radargrams and is the best method for remotely measuring the electrical properties
of material. The width of hyperbolas recorded off small (point source) objects is
the ‘‘DNA’’ of the ground which provides an estimate of the microwave velocity.
The narrower the hyperbola, the slower the microwave velocity is; the wider the
hyperbola, the faster the microwave velocity of the ground surrounding the target
is. Shown in Figure 15.2 is the match of hyperbola seen in data collected at a Native
American burial site in Louisiana.

A common concern encountered by GPR practitioners in every archaeological
survey is the depth of penetration to set the radar control unit for recording. In
general, the depth of recording should be at least 1.5–2 times the depth of the
targets. Also, the area to be surveyed should be much larger than the suspected
target area. Just looking at target anomalies that fill up a grid is not very useful. It is
necessary to see areas that have no anomalies to bring visual value to the surveyed
areas that do.

15.5. CASE HISTORIES

In this section, several GPR case histories at archaeological sites are presented.
The results show some very successful studies with radar to remotely sense and
define subsurface archaeology – and all without excavation! In addition, other
imaging techniques mentioned such as isosurface rendering, static corrections,
overlay analysis, and synthetic radargrams, will be briefly introduced as they are
applied to the selected studies.

 

Depth determination:    Hyperbola fitting 
0 ns

0 m 2 4 6 8 10 12 14 16 18 20 22
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Figure 15.2 Example of matching a hyperbola to raw field data; the shape of the hyperbola
gives a measure of the microwave velocity of the ground. Narrow hyperbolas indicate slow
microwave velocities in the ground; broad hyperbolas indicate higher velocities.The depth to
an object is the microwave velocity � travel time/2, where the one-half comes from the fact
that travel time is the two-way travel time and thus the one-way travel time is half this.
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15.5.1. Case History No. 1: The Forum Novum, Tiber Valley, Italy

The Forum Novum town and marketplace were constructed in the first century BC

in Italy’s Tiber Valley. The town flourished well into the fourth century AD. and fell
into disarray after the Lombard invasions (Gaffney et al., 2004). At present, the
ancient foundations of this town are below ground. In some locations, differences
in tonal patterns on aerial photographs have provided indications of the presence of
subsurface buildings. The tonal patterns that appear in agricultural fields are referred
to as crop marks. These slight discolorations in the vegetation above buried walls
are caused by various materials leaching out of the buried walls or changes in soil
moisture above the walls, which eventually causes slight alteration in the color of
the surface vegetation. Roman archaeologists can often map a site simply by reading
aerial photographs; however, not all subsurface features are illuminated on the
surface by crop marks. The Forum Novum is a good example of site where
subsurface archaeology did not manifest itself on the surface vegetation.

A partial reconstruction of the marketplace at the Forum Novum is shown in
Figure 15.3 in front of the church. Areas adjacent to this marketplace were
surveyed with GPR in hopes of detecting continuation of buried structures.
A GPR survey was completed using a 500-MHz antenna and collecting data
along parallel lines spaced at 50 cm intervals across the site. Shown in Figure 15.4
(Goodman et al., 2004a) are two time slice images from an area located next to the
market place. In this time slice map a very shallow image of near-surface reflections
(0–7.8 ns) and a deeper image from about 50 cm (16.4–24.2 ns) depth are shown. In
the shallower image various geometrical features can be seen, such as a circular

Figure 15.3 A photograph of the Forum Novum, Tiber Valley, in Vescovio, Italy is shown.
A first century AD church in foreground with reconstructed ruin of a Roman marketplace is
shown. Fields adjacent to the reconstructed ruins were surveyed during several field studies
from1998 to 2001.
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Figure 15.4 Two time slice maps of the ForumNovum site. A shallow time slice map from 0 to
7.8 ns shows numerous geometrical features, some of which can be seen by the naked eye as
crop marks at the site. A deeper time slice map from 16.4 to 24.2 ns shows an oval reflection
which is an amphitheater having eight entrances. Excavation of one entrance (photograph
courtesy of the British School of Archaeology, Rome) shows a fallen coping stone whichwould
have been a part of a base that supported wooden rafters and seating.
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feature and a rounded rectangular feature. The rounded rectangular feature is the
known foundation of a destroyed mausoleum. The time slice image at the deeper
50 cm level shows a comparatively large oval structure. The recorded reflections are
from a buried wall defining the inner boundary of an undiscovered amphitheater.
No crop marks on the surface of the site could be detected from aerial photographs
indicating the presence of the destroyed urban amphitheater – that had gone
undetected till the GPR survey illuminated this subsurface structure. Excavation
at one of the eight entrances leading into the amphitheater shows a wall about
80 cm thick and buried at a depth of 50 cm (Figure 15.4). The total depth of the
standing wall below ground is 1.5m. The amphitheater could be dated to the late
first century AD. based on shards of pottery that were found near the excavated wall
of one of the entrances. From the GPR records, it could be determined that the
amphitheater was probably a wood construction as no outer oval embankment wall
was found. This interpretation was later corroborated by excavation results. From
the subsequent discovery of the amphitheater, several of the geometric features
imaged on the shallow time slice map, such as the round circle could be interpreted
and are believed to be structures built for the training of gladiators.

In another area just next to the reconstructed ruins, time slice images reveal many
rectangular forms that are believed to be living quarters (Goodman et al., 2004b)
(Figure 15.5). Corridors and doorways into these rooms can be seen in the images.
Increased levels of noise at greater depths (near 30–40 ns) suggest fallen wall materials.
It is interesting to note that the very top time slice shows a Y-shaped anomaly, which
corresponds to two dirt roads, void of vegetation, coming together on the site.

Several other important structures were discovered at the ForumNovum site over
a period of 3 years of field surveys (Figure 15.6). In addition to the amphitheater, a
large Roman villa containing an interior atrium and pond were imaged. Excavations
at the villa revealed very shallow walls within 25 cm of the ground surface. The walls
could not be seen clearly on the 2D radargrams because the ground wave interference
was significant. Nonetheless, the time slice maps were able to easily distinguish the
wall reflections fromwithin the reverberating ground surface waves. The bathhouse at
the ForumNovum is characterized by a large (flat) anomaly, which probably indicates
a shallowly buried floor. A 7-m2 rectangular feature in front of the church is believed
to be a foundation, which would have supported a large monument. Several crypts
flanking the angular garden walls were also discovered.

GPR imaging has been able to help archaeologists determine the major struc-
tural layout of the Forum Novum site. All was accomplished without any extensive
excavation other than to verify structures and target potential sites with the most
potential for recovering artifacts. The clarity in the GPR images on use in Roman
sites from the Forum Novum site show the potential of this remote sensing tool.

15.5.2. Case History No. 2: The Villa of Emperor Trajanus of Rome, Italy

Roman Emperor Marcus Ulpius Trajanus (AD 52–117) enjoyed not only the lavish
lifestyle that Rome offered, but he also enjoyed the ruggedness of the high alpines
of the Affilani Mountains, located to the east of Rome (Figure 15.7). In this area a
summer villa was erected for the Emperor on over 9 ha of land. Documents indicate
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that Emperor Trajanus came to the villa often to engage in hunting expedi-
tions (Fiore and Mari, 1999). The location of the villa was rediscovered after
early eighteenth and nineteenth century excavations were made. The villa is
believed to have been built over several terraces supported by thick walls with
counterforts and niches. Walls from public buildings that are located at the
entrance to the villa on the lowest terrace have undergone recent excavations
and restorations (Figure 15.7). The entire villa is to be partially resurrected
over the next several decades.

Less than 5% of the known buildings at the Villa were discovered before GPR
surveys, which initially began in 1998 in conjunction with the Institute of Tech-
nologies Applied to Cultural Heritage (ITABC-CNR, Italy) and the Soprinten-
denza Archeologica per il Lazio (Italy). Extensive surveys of the villa grounds, made
from 1998 to 2002, have covered approximately 2 ha. Some of the initial results
from the GPR survey indicate that a beautiful geometric building once adorned the
site. Shown in Figure 15.8 are two time slice maps for the Villa of Trajanus. In the
upper map a large oval structure is imaged very close to the ground surface (Piro
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Figure 15.5 Time slices of an area just adjacent to the reconstructed ruins at the ForumNovum
marketplace. Many rectangular rooms with entrances and corridors are clearly imaged in the
time slices.The buildings are believed to be ancient living quarters for the people that ran the
first and second centuryADmarketplace.
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Figure 15.6 Acomplete map of GPR results from1998 to 2001 overlaid on the ForumNovum
site. The location of a Roman villa, amphitheater, housing, monument foundation, and
angular gardenwalls were detected beneath the site.

Figure 15.7 Photograph of excavated walls that were once part of the public buildings located
at the entrance to theVilla of Trajanus.
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et al., 2003). This prominent oval structure seen on the 30 ns time slice map is not a
swimming pool but is believed to be an eel pond. Roman emperors ate eel fish for
invigoration as these oily fishes are considered good for sustaining one in hot
summer months.

Another interesting and subtle feature imaged shows part of what appears to be a
part of a very faint oval, which is co-located with the stronger imaged oval. The
faint oval may represent an earlier structure that pre-dates this main oval. This
interpretation is consistent with an earlier oval having been robbed of its stonework
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Figure 15.8 Two time slice images of theVilla of Trajanus at 30.1ns and 77.5 ns are given. In the
shallower time slice, an oval representing a buried eel pond, another portion of a faint oval
from a previous and earlier construction, and many rectangular buildings are imaged. At the
deeper depths at the site, a Roman cistern signified by a square and circular reflection anomaly
is discovered.
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and thus accounting for the lower reflections recorded here. Several rectangular
features juxtaposed next to the eel pond, and slightly lower in reflection strength,
suggest that these areas may have had the wall material removed as well. On the
deeper time slice map (77.5 ns) a square-like feature appears. This reflection is
thought to be a preserved mosaic floor. This inference is alluded to because at
the deepest time slice map another structure that is square on its exterior and
has a circular interior wall was discovered. This feature is more than likely a
Roman cistern. A patio–mosaic floor would normally be adjacent to a cistern
at a Roman villa. These time slice images, which detail the former Villa’s
structures at a variety of depths, were developed from 500MHz GPR profiles
collected along parallel transects that were spaced at 50 cm intervals (Piro
et al., 2003).

Another possible method to display the 3D volume of the GPR amplitudes
is to compute an isosurface rendering. One of the first archaeological applica-
tions of isosurface rendering was for imaging stone burials located beneath sixth
century burial mounds in Japan (Goodman et al., 1997). Rendering is an
analysis in which surfaces of equal amplitude within the 3D volume are
illuminated. An equal amplitude surface within the volume to be rendered is
called an ‘‘isosurface.’’ In general, the calculation of reflected light from an
isosurface is a very complicated and time-consuming process. A good approx-
imation of the light reflected from an isosurface is to simply compute the tilt
and rotation of an element on the isosurface and assign a color that will give
the appearance of introducing shadowing along the isosurface. For instance,
surfaces that are 90� away from the viewing angle will be assigned dark colors
progressively becoming lighter in colors as the reflecting surface is tilted and
rotated to 0�.

There are an infinite number of isosurfaces that can be displayed within a
3D volume. Any particular amplitude isosurface may show significant
correspondence to real structures buried within the ground, but it is the
choice of the archaeologist which surface has more relation to structures that
may be present beneath the site. To show the many possible shapes and
detail of subsurface structures, a large number of different isosurfaces within
the 3D volume are computed. This analysis has been applied to the Villa of
Trajanus. Shown in Figure 15.9 are three isosurface rendering. The isosur-
faces represent the 20th, 80th, and 140th strongest reflectors out of a total of
256 reflecting surfaces chosen. The isosurface rendering can indicate the
general shape of subsurface structures, and in this case the shape of buried
walls comprising the eel pond. Other subtle structures that are known to
exist at the site (Figure 15.8) are more difficult to ascertain with rendering
images; nonetheless, where contrasts are good, as they are in the case of
buried eel pond walls, a 3D visualization provides more lifelike renderings
of the data. Viewing renderings in a computer animation that shows the
3D structures rotating in space provides the interpreter a very useful method
to transcribe the geophysical data into a useful and more realistic
presentation.
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Figure 15.9 Aseries of 3D isosurface renders showavarietyof different amplitudes, computed
for the Villa of Trajanus. The rendered amplitude isosurface that is the 140th strongest
amplitude of a possible 256 surfaces showswalls of the oval eel pond.
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15.5.3. Case History No. 3: Wroxeter Roman Town, England

The Roman legions had built a fortress in the northern province of Brittania
by 60 AD. (Renfrew and Bahn, 2000), about which the town of Wroxeter
grew and prospered. Wroxeter was the fourth largest town in ancient England
(180 acres), and its ruins, although mostly below ground, have been able to
largely survive. Modern development in this part of Britain’s hinterlands never
culminated, and was fortunately diverted to the nearby and present day
Shrewsbury. Today the site is marked by only a few standing walls of the
bathhouse and garrison; the rest remains preserved underground. To begin the
process of revealing this ancient town several GPR surveys (in addition to
magnetometry and contact resistivity) were initiated in the 1990s in conjunc-
tion with the University of Birmingham and the University of Bradford
(Nishimura and Goodman, 2000).

GPR surveys were expedited using a low-frequency 300MHz GPR antenna
with a relatively coarse profile spacing of 1m. The soil was wet during data
collection, which limited the depth of penetration and the quality of the data.
Nonetheless, applying some filtering to the radargrams, relatively noise-free time
slice maps were generated. Shown in Figure 15.10 is a shallow time slice map from
12 to 18 ns (approximately 36–48 cm depth). In this map a narrow rectangular
feature was imaged. This feature is believed to be part of a Roman building that had
all the stonework removed, leaving just a filled trench where the foundations once
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Figure 15.10 Photographof theGPRsurvey atWroxeterRomanTown, Shrewsbury, England.
The linear features seen on one time slice image are believed to be medieval furrows to
delineate agricultural ownership. In another area, a small rectangular feature was identified
and interpreted as being an intact mosaic floor. Robbed wall trenches account for some of the
linear reflections measured from destroyed building foundations.
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existed. The radar detected differences in the material that formed and filled the
trench. Other features on this time slice map include a series of linear striations,
which are parallel to one another and have a spatial distance of about 10m. The
reflections are from the bottoms of trenches, or furrows, which were believed to
have been dug in the medieval period to delineate agricultural ownership. It is
remarkable that the direction of the present day field cropping is perpendicular to
the medieval furrows and that GPR can differentiate these subtle signals in the
depth record.

15.5.4. Case History No. 4: Saitobaru Burial Mound No. 100, Japan

Several centuries of mound building to entomb the dead in Japan were
practiced during the Kofun period (300–700 AD). Many of these burial mounds
are still intact today. One early sixth century burial mound in Saitobaru,
Miyazaki, is a keyhole (zenpo koenbun) shaped mound (Figure 15.11). This
mound is one of over 350 burial mounds preserved in this ancient cemetery.
The length of this earthen work is over 70m. During construction of this kind

A B C

Late 6th AD 4–5th AD Early 4th AD

500 MHz GPR survey
300 MHz GPR survey

35
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Figure 15.11 A photograph of Kofun No. 100 at the Saitobaru National Burial Mounds in
Miyazaki Prefecture, Japan, is shown. The main objective of the survey was to delineate the
shape of the outside moat wall. Three possible designs to be investigated could help
archaeologists better determine the date of construction.
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of burial mound, a moat was dug and the material from the moat used to
construct the mound. The shape of the outside boundary of the moat can be
used as an additional piece of evidence to help date the burial within few
decades of its actual construction. Three possible designs for the shape of burial
moat were to be investigated at the site (Figure 15.11). The earliest construc-
tion in the fourth century may have had an angled bottom part of the keyhole
(model C), whereas the late sixth century would have had a flat bottom with
straight embankments along the outside portion of the moat (model A). An out
embankment that follows the designs of the mound itself (model B) can be
dated to the mid-sixth century. The design of the ancient moats is rarely
known because nearly 1500 years of natural deposition and weathering have
completely buried these ancient mound features.

In the late 1990s, a GPR survey was initiated at Kofun Burial Mound No. 100
to discover the shape of the buried moat. Before the GPR survey, initial excava-
tions were fruitless in finding the moat boundary. This is quite often the case
when the materials that fill in the moat appear identical to the material below it
and no texture or coloring changes in the soils can be seen. Two surveys were
conducted at the mound. A high-resolution survey was completed on the top
portion of the mound using a 500-MHz antenna, with a 25-cm profile separation
and profiles collected in orthogonal north–south and east–west directions. This
survey was designed to detect and map any possible burial remains in this location.
The second survey was made with a lower frequency 300MHz antenna with a
profile line spacing of 1m, in hopes of locating the burial moat surrounding the
mound.

A series of time slice maps from the lower resolution study using the 300-MHz
antenna over the site are shown in (Figure 15.12). Several modern features includ-
ing a walking path can be seen on the shallowest time slice. At depth several flat
terraces are imaged, suggesting the stonework that once completely adorned the
entire mound at one time is still partially preserved on the flatter areas on the
mound. The deeper time slice maps between 193 and 335 cm shows indications of
portions of a burial moat. The moat structure does not appear completely on any
individual slice made between these levels. To obtain a comprehensive map, which
might better describe the shape of the moat, a special process called ‘‘overlay
analysis’’ was applied.

In overlay analysis, the slicing levels, which contain structures of interest, are
first identified. Next, the computer is programmed to collect only the strongest
reflector at each location on the grid by tallying through the individual maps.
A comprehensive map is then drawn which contains only the relative strongest
reflectors from the series of time slice maps chosen. The word ‘‘relative’’ strongest
reflector is used because each map has its own color transform applied to enhance
anomalies. In implementation of overlay analysis, the strongest colors from the
individual map are overlaid on the comprehensive image; thus each level has it own
relative gaining. Absolute gaining can also be applied in overlay analysis; however,
very often one level will have stronger overall reflected energies, which will over-
power the comprehensive image and not allow the weaker levels to participate in
the final image.

496 Dean Goodman et al.



100

75

50

25

0
–5 m

i3: 15–44 cm

20 45 70

100

75

50

25

0
–5 m

i6: 37–65 cm

20 45 70

100

75

50

25

0
–5 m

i9: 59–88 cm

20 45 70

75

50

25

0
–5 m

i12: 80–110 cm

20 45

100

75

50

25

0
–5 m

i15: 102–132 cm

20 45 70

100

50

25

0
–5 m

i8: 124–154 cm

20 45 70

100

75

50

25

0
–5 m

i21: 147–176 cm

20 45 70

100

75

50

25

0
–5 m

i24: 169–197 cm

20 45 70

100

75

50

25

0
–5 m

i27: 190–219 cm

20 45 70

100

75

50

25

0
–5 m

i30: 212–242 cm

20 45 70

100

75

50

25

0
–5 m

i33: 234–264 cm

20 45 70

100

75

50

25

0
–5 m

i36: 256–286 cm

20 45 70

100

75

50

25

0
–5 m

i39: 278–308 cm

20 45 70

100

75

50

25

0
–5 m

i42: 301–329 cm

20 45 70

100

75

50

25

0
–5 m

i45: 323–351 cm

20 45 70

100

75

50

25

0
–5 m

i48: 344–373 cm

20 45 70

100

75

50

25

0
–5 m

i51: 366–396 cm

20 45 70

100

75

50

25

0
–5 m

i54: 388–418 cm

20 45 70

100

70

75

Figure 15.12 A complete set of time slice images taken across Kofun No. 100. A footpath, several terraces and the general design of the keyhole
shaped mound are imaged on the shallower time/depth maps. At deeper depths greater than 190 cm, reflections fromwithin the burial moat are
recorded.
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Overlay analysis is not limited to data from a single antenna or from a single
source. This method can be applied for different data to create a comprehensive
reflection map.

Some data from the 500MHz survey in addition to the 300MHz data are used
in the final overlay image. The overlay process can be visualized using the data from
Kofun Burial Mound No. 100 (Figure 15.13). One image from the high-resolution
500MHz survey where the burial was detected very clearly, is shown along with six
of the time slice levels from the 300-MHz survey that appears to have reflections
from the moat of the burial mound. The 500-MHz time slice map showing the
burial reflection is first completely drawn. Starting at 234 cm for the 300-MHz data,
a time slice from this level is drawn next where only the pixels stronger than the
previous map are shown. The next map, from 249 cm, shows only those areas that
are stronger (in color) than the two previously drawn maps. The fourth map shows
only those colors that are stronger than the previous three maps, and so on. At
278 cm depth map, reflections from the left side of the burial are beginning to be
imaged as more strong reflection structures occur.

Making an overlay time slice where all these colors representing the relative-
strongest-reflectors from each of the individual time slices is overlaid onto a single
map is shown in the bottom image in Figure 15.13. From this overlay image, the
shape of the moat can be partially discerned. Model A shown in Figure 15.11 can
definitely be ruled out because the moat shape discovered does not have straight
angled sides; it has corners that emulate the shape of the corners of the inside
(keyhole) mound. There has been some debate whether model B or model C form
was the ancient design for the mound. The data do not indicate the bottom of the
keyhole has a straight, flat bottom, nor does it suggest a perfect symmetrical
triangular bottom either. The eastern side of the keyhole bottom, however, does
have some relative stronger reflectors that suggest half a triangular form is still
present beneath the mound. Archaeologists at the Saitobaru Conservation and
Archaeological Museum believe that model C is a more likely candidate given
the radar data. Using GPR information, the mound moat was reconstructed during
a restoration project. Several excavation trenches were placed across the moat after
the radar survey, and no indication of a moat could be detected. For this site, GPR
was superior to the human eye in helping to solve an archaeological problem.

15.5.5. Case History No. 5: Saitobaru Burial Mound No. 111, Japan

Often GPR data are collected at sites with significant topography that need to be
studied. These situations require special needs to correct for the topography and to
properly image subsurface structures. Inserting the topography, referred to as
making ‘‘static corrections’’ to the 2D radargrams, normally requires that the 2D
velocity across the site be known. Often, a single nominal velocity or a 1D velocity
profile is used to adjust for the topography. Shown in Figure 15.14 is a radargram
collected over a sixth century burial mound in Saitobaru, Miyazaki, Japan. Typical
static corrections only adjust the radargram scans upwards or downward based on
the two-way travel time of the topographic difference from some base level. When
sites have significant topographic variations (i.e., on the order of the depth of
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Figure 15.13 An image highlighting the overlay analysis applied to the KofunNo.100 dataset.
In the first step, a time slice image is drawn (from the 500MHz survey), and then the portions
from the next time slice (from the 300MHz survey) that are stronger in reflection (color) are
collected and overlaid. This continues until all the desired maps used in the overlay
are included. The final overlay image detailing the shape of the burial moat is shown in the
bottom figure and contains all the relative-strongest-reflectors chosen from time slice maps in
the range from 176 to 344 cm.This analysis indicates that model C is the most likely candidate
for describing the design for this early fourth centuryAD burial mound.
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Figure 15.14 A radargram that has been corrected for topography (upper) and the same
radargram corrected for the topography as well as the tilt of the antenna across a burial mound
(Kofun No. 111, Saitobaru National Burial Mounds, Miyazaki Prefecture).The result indicates
that in areas with significant topography that the antenna tilt must be accounted for.
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penetration of the microwave signals recorded), the tilt of the antenna needs to be
corrected (Goodman et al., 2006a).

In Figure 15.14 the lower radargram has been corrected for the antenna tilt. The
tilt is computed from the slope of the topography. The steepest portions of the
mound, which are about 25�, shifted the deepest reflectors almost 2m horizontally
considering the total depth of penetration of the microwaves. This amount of shift
for a high-resolution archaeological survey can significantly alter interpretation of
the images if it is not properly accounted for. In this particular example, the
entrance over the subterranean chamber is shown on the radargram profile. The
topography with antenna tilt makes the radargram footprint of the chamber slightly
closer to its real size and shape.

15.5.6. Case History No. 6: Monks Mound, Cahokia, Illinois

The largest Native American mounds in North America are located just east of
the confluences of the Mississippi, Illinois, and Missouri Rivers at Cahokia, Illinois.
Monk’s mound is by far the largest earthen-work mound in North America
(Figure 15.15). The mound was built by thousands of workers near 1000 AD and
was probably used as a temple site. The temple site was surrounded by a village

Monks’ Mound, Cahokia, Illinois
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Figure 15.15 Acomplete set of time slice images processed from the GPR survey made on the
top of Monk’s Mound. Several features related to possible backfilled excavations, a footpath,
andmaybe gopher tunnels are detected.
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sustaining over 25 000 inhabitants. Alluvial soils were loaded in baskets and
laid down to create a temple mound that has a base larger than some pyramids.
The site has probably been excavated numerous times, and the complete
record of legal and illegal works on the site is not readily known. A GPR
survey was conducted on the top of the Monk’s Mound to determine whether
an early twentieth century dwelling, since removed from the site, or evidence
of a modern burial from the early twentieth century inhabitant of the site
could be discovered.

A GPR survey was conducted using a 400-MHz antenna and a 50-cm profile
spacing across the highest terrace on Monk’s Mound. Shown in Figure 15.15 are a
series of time slice maps from this area.

Several features are identified in the images. On the very top image, a strong
linear reflection corresponds to a footpath across the upper terrace. The footpath is
characterized by compacted soils that are free of vegetation. This feature reverbe-
rates into the deeper time slice maps. The ‘‘reverberation’’ of the footpath is caused
by less energy being transmitted through this region to deeper areas of the time slice
images. The top strong reflector (e.g., the smooth and compacted ground on the
footpath) absorbs and reflects more energy away from deeper levels causing a
gaining artifact from higher levels in the reflection history of the transmitted
wave. Seismic reflection processes will often adjust deeper gains of return signals
locally to account for shallower stratigraphic influences of deeper transmitted
signals. This gaining correction procedure to date has not yet infiltrated the GPR
field, but will be shortly.

On the second time slice from 5 to 12 ns, a rectangular feature can be identified.
This feature may be related to previous excavation of the site; GPR is often able to
detect the backfilled trenches even after many years since the excavation was
completed and covered back. On a deeper map from 27 to 34 ns (�81–102 cm),
several continuous and very narrow, linear features can be identified. These features
may be gopher tunnels because several exit tunnels could be seen near these
anomalies. A gopher tunnel could show up as a strong anomaly because void spaces
are good GPR reflectors. Conclusive evidence for a modern burial cannot be
unequivocally found on the site. Some strong reflections seen on the 9–16 ns and
co-located on 36–43 ns time slice maps may be possible candidates for test excava-
tion to determine whether these areas are in fact related or not to any modern
burials.

15.5.7. Case History No. 7: Jena Choctaw Tribal Cemetery, Louisiana

An example of a GPR survey to rediscover unmarked graves from the 1960s and
1970s was recently investigated. The Jena Choctaw Tribal cemetery located in the
Kisatchie National Forest, Louisiana, is a typical site in which headstones and other
designations of gravesites were either poorly maintained or suffered the ill-effects of
looters. The purpose of the survey at Kisatchie was to rediscover the graves without
excavation, which was not a possibility in any event, for this sacred site. The kinds
of targets to be located could be intact wood coffins, collapsed wood coffins, metal
coffins, or just plain burial pits with no coffin.
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For creating GPR anomaly maps of gravesites, it is useful to have an absolute
coordinate system. For this reason, a global positioning satellite system (GPS) was
used to navigate the GPR antenna across the site (Figure 15.16). Using GPS to
create maps in UTM coordinates would be useful for reoccupying the site by
conservators to relocate the unmarked graves. A further advancement in the
imaging for this study incorporated the (random) GPS coordinates to create 3D
volumes of data that could be tied in with the UTM coordinates (Goodman et al.,
2004b).

A total of 580 s of GPR data were recorded over the 20 � 18m site. A single
GPR radargram was collected for the entire survey which could be done quickly
because the equipment was in a continuous recording mode. The data were
processed to compute windowed averages of the squared reflection amplitude
averaged every 0.5 s along the (random) profile track. Binning of the data in the
vertical time domain was done at about 7 ns, with overlapped time windows. The
results shown in a 3D isosurface indicate the location of several known intact graves
at the site, as well as several anomalies that are interpreted as being from unmarked
graves (Figure 15.16).
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Figure 15.16 Results from GPR-GPS study to detect modern graves at a cemetery in the
Kisatchie National Forest, Louisiana. Navigation relied solely on the GPS navigation; random
GPR locations were monitored every 1 second in the field and used to create random grids
which were interpolated to create complete 3D volumes. The location of marked and
unmarked graves was identified on a 3D isosurface render for the Jena ChocktawWhiterock
Tribal Cemetery.
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There are other additional clues that can be used to identify potential
gravesites. This involves studying the reflections from burial pit edges.
A useful model to interpret the GPR dataset was to compute a synthetic
radargram using GPRSIM� software (following Goodman, 1994) of a burial
pit with an intact coffin (Figure 15.17). The synthetic radargram is also
compared to a portion of a real radargram collected at the site. The profile
is taken over a known gravesite at the Jena Choctaw Tribal cemetery in
which a coffin is believed to be intact within the burial pit. At this particular
site the coffin gives a strong reflected signature. The backfilled soil materials
above the coffin also show some stronger scattered energy is recorded. The
soils in this area do not re-compact themselves that quickly and the disturbed
backfilled soils from the 30- to 40-year-old burials can be distinguished from
unbroken ground at the site.

The telltale key that is often ignored regarding the signatures at burial
pits, is that the edges of the pits can sometimes yield valuable information.
Shown in the real data from the Jena Choctaw site is a half of a hyperbolic
reflection that starts near the surface and points down toward the center of
the suspected coffin (Figure 15.17). This half hyperbola is caused by a rough
edge that exists at the pit boundary, which is still highly contrasted with the
backfilled material at the shallower depths. The edges of pits in many kinds of
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Figure 15.17 A synthetic radargram and a comparison with a real radargram taken across a
coffin in a burial pit are shown. Reflections from the rounded edges of the top of the burial pit
can create half hyperbolas which point downward toward the center of the burial.
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soils can usually be detected, though they may represent only a very faint
signature. The synthetic model has one side of the pit edge as a round
digitized model and the other side is a perfect 90� corner. The rounded
edge gives a half a hyperbola that points down toward the center of the pit. If
a pit has both of its pit edges rough, then two half hyperbolas that may cross
in the center of the pit can occur. Multiple reflections between an intact
coffin and the walls of the pit can also create a complex radargram image
(Goodman, 1994).

15.5.8. Case History No. 8: Glaumbaer Viking Age, Iceland

A Viking age site in northwest Iceland was the location for a GPR survey in
2005. The Glaumbaer site was identified as the location of a collapsed Viking
age turf structure but the dimensions and layout were unknown. Turf struc-
tures in Iceland have an interior driftwood framework (Figure 15.18). In
Iceland the Norse insulated their houses with thick (2 m) turf walls. The
turf is primarily organic material, cut from the upper portions of bogs. In
many cases, most large pieces of wood were removed and reused when the
structures were abandoned. Over the last 1000 years, substantial aeolian
deposition has completely obscured these structures. Once identified, Viking
Age turf structures can, in many cases, be easily dated by tephrochronology,
using the thin and fine variously colored volcanic tephra layers that fell from
volcanic eruptions. The white/yellow tephra layer dated to 1104 AD (also seen
in Figure 19) is the most distinct. Tephra layers are more commonly preserved
in building turf than in general aeolian material that surrounds these buried
structures. Therefore, other than the slightly elevated organic content, little
else, other than soil color and mottling, is available to distinguish Viking Age
turf from the surrounding aeolian deposition – in essence, the target contrasts
are small.

The site was surveyed with a 400-MHz antenna in both x and y directions with
a 0.5-m profile separation. Several time slice images were first tried before a special
application for overlay analysis was implemented. Comprehensive time slice data-
sets from both combined x and y profiles were first generated independently. Using
the overlay analysis described in Case History No. 5, the x profiles and the y profiles
were graphically overlaid with the relative-strongest-reflectors from both surveys to
generate comprehensive 2D time slice maps (after Goodman et al., 2006b). In this
instance, the logic for applying time slice analysis was that target structures may not
be completely on a level plane built in the ground, and that collecting the relative-
strongest-reflectors over a large time slice range will ‘‘fill in’’ more of the subsurface
reflections.

A comprehensive overlay image for the Glaumbaer Viking age site is shown in
Figure 15.18. Some of the reflections identified from partial excavations at the site
revealed fallen turf walls. An iron smithy could be inferred from small fragments of
slag found near this southernmost reflection structure and a midden was also later
verified by excavations.
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Glaumbaer, Iceland, Viking Age Site
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Figure 15.18 Overlay image comprising individual x and y time slice images, computed for
theViking age site in Glaumbaer, Iceland. Photograph at the top shows an excavation of a turf
house wall; a stratigraphic cut shows a white tephra layer that is also found in the excavation.
Several other features, including an iron smithy and a midden, are identified and verified by
excavation (after Goodman et al., 2006b).
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interpolation, 148

desaturation, editing tool, 149

spline interpolation, 149

DDS source see Direct digital synthesis

(DDS) source

Deconvolution, 34–35

and data processing, 158

spatial, 36

Deltas, 312

GPR transect, 312f, 313f

proglacial and glacial–marine, 312–313

Dense nonaqueous phase liquid (DNAPL),

254, 260, 262

pool development, 261–262

Desaturation:

editing tool, 149

function for saturated traces, 149f

Design criteria for GPR systems, 80

total dynamic range (TDR), 81

Deterioration, 426

Dewow, 34

Dewow filtering, 150

raw GPR trace, 151f

DFT see Discrete fourier transform (DFT)

DGPS see Differential global positioning

systems (DGPS)

Dielectric constant, 7

Dielectric permittivity, 6, 251

Dielectric values or signal

velocities, 410

Differential global positioning systems

(DGPS), 129, 285

Diffractions, sand dunes, 293

hyperbolae, 293

Digital IF, 95

Dipole, antennas, 116

current and charge distribution, 116f

electric field component, 117

see also Antennas

Dipole moment density, 45–46

Direct digital synthesis (DDS) source, 86

Directional antennas, 100

see also Antennas

Directivity, 105

Discrete fourier transform (DFT), 86

DNAPL see Dense nonaqueous phase liquid

(DNAPL)

DOE see US Department of Energy (DOE)

Dry valleys see Alpine glaciers

Dune age and migration, 288

OSL measurements, 288

reflection terminations, 288

relative chronology, 288

Dynamic hydrological processes for water

resource research, 224

Dynamic range and radio frequency, 77

stacking for, 77–78

East Antarctic Ice Sheet (EAIS), 362–364

Effective media modeling, 251–252

Electrical conductivity, 6, 8, 180

Electrical parameters of dielectrics, 44

Electrical resistivity tomography, 264

Electromagnetic material properties, 41

electrical parameters of dielectrics, 44

conductivity, 54

permeability, 55

permittivity, 45

electromagnetic wave, relationship, 57

complex effective permittivity

expression, 59

loss factor and skin depth, 59

real materials characterising response, 62

air borne radar, 42

mixing models, 63

universal dielectric response, 62

volumetric and inclusion-based mixing

models, 64

real materials properties, 60

time domain reflectometry (TDR),

60–61

vector network analyser method,

60–61

theory, 43

Electronic and atomic polarisation, 48

Elevation or topographic corrections for

data processing, 159

sampling interval and spatial accuracy

requirements, 160t

Elevation static corrections, sand dunes,

281
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EM signal attenuation, zones of, 233–235

Energy transfer form antennas, 102

components, 102

field boundaries, 103

Rayleigh distance, 104

Englacial stratigraphy see West Antarctica

Environmental noise, sand dunes, 291

high-frequency electromagnetic waves,

291–293

Equiangular antennas, 127

Equivalent-time sampling (ETS), 83

and real-time, 82f

sampling interval, 83

ETS see Equivalent-time sampling (ETS)

Evaporites, sand dunes, 291

Faraday’s law of induction, 43

Far Field/Fraunhofer zone, antennas, 104

FDTD technique see Finite-difference,

time domain (FDTD) technique

Federal Highway Administration (FHWA),

361

Field cells, 169–171

Fifth wheel systems, 405

Filtering, data processing, 152

filter types, 152

frequency–wavenumber (FK) filters,

157–158

two-dimensional filters, 157

Finite-difference, time domain (FDTD)

technique, 169

GPR bistatic reflection survey, 170f

Finite impulse response (FIR) filters,

155–157

FIR filters see Finite impulse response (FIR)

filters

F–K migration, 164–165

Flicker noise, 89–90

Flow and transport parameters, distribution,

214

direct mapping approaches, 216

hydraulic conductivity, 214–215

invert images of spatial variation,

215–216

structural approach, 217

time-lapse tomographic GPR data, 217

Fluvial deposits and GPR resolution, scales

of, 324

Fluvial sediment:

fluvial forms and stratasets,

scales of, 325f

Fluvial sedimentology, use of GPR, 327

antennae in, 325–326

Brahmaputra (Jamuna), Bangladesh, 331

Calamus, Nebraska, 329

Fraser and Squamish Rivers, Canada, 349

Mesozoic deposits of SW USA, 353

Niobrara, Nebraska, 336

Pleistocene outwash deposits in

Europe, 350

Sagavanirktok, northern Alaska, 343

South Esk, Scotland, 327

South Saskatchewan, Canada, 340

FMCW systems see Frequency modulation

continuous wave (FMCW) systems

1/f noise, 89–90

Footprint, antennas, 110

low-attenuation media, 112

plan resolution, 112

radiated impulse, amplitude of, 110f

radiation, 111f

Ricker wavelet, 111f

Forum Novum, Tiber Valley, Italy, 486

FPG accumulation, 233–235

Fraser and Squamish Rivers, Canada, 349

Fraunhofer zone, 104

Free charge and interfacial polarisation, 53

process, 53f

Free charge effects, 48

Free-phase gas (FPG)

accumulation, 233–235

content, 236f

Free space impedance, 11

Free water, 49

Frequency-dependent properties, 258

Frequency domain antennas, 124

equiangular antennas, 127

horn antennas, 127

vivaldi, 126

Frequency modulation and GPR systems,

89

sinc function, 89f
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Frequency modulation continuous wave

(FMCW) systems, 141–142, 362,

386–387

Frequency–wavenumber (FK) filters,

157–158

Fresnel reflection coefficients, 13

Fresnel zone, 104

antennas, 104

Fusion with sensors, 469

FWD, 413

Gain, antennas, 104

Gain functions, 161

AGC, 162

filter function, 162–164

SEC or energy decay, 162

user-defined, constant, linear or

exponential gains, 162

Gated, stepped-frequency, frequency-

modulated continuous wave, 76

factors, 76–77

Gating, 77, 90

Gaussian pulse, 115

Gauss’ theorem, 43

Geophysical survey systems, 300f

Glaciers and ice sheets:

Alaska, 379

Bagley Ice Field, temperate firn, 384

Black Rapids Glacier, temperate

hydrology, 385

Gulkana Glacier, temperate valley

glacier, 382

Matanuska Glacier, temperate valley

glacier, 380

Antarctica:

dry valleys, alpine glaciers, 364–365

glacial features of, 363

ice velocity, 363

McMurdo sound, ice shelf, 373

radarsat composite image of, 364f

Ross Ice Shelf, crevasses, 376

West Antarctica, englacial stratigraphy,

371

West Antarctica, polar firn, 367

Whitmore Mountains, 372f

Glaumbaer Viking Age, Iceland, 505

GPR applications on roads and streets:

bituminous pavement thickness and

moisture, 420

bound structures, 420

concrete pavements, 422

defect in bituminous pavements, 420

general, 416

GPR in QC/QA, 423

gravel road-wearing course, 423

other subgrade applications, 418

soil moisture and frost susceptibility, 417

subgrade quality and presence of

bedrock, 416

subgrade surveys, site investigations, 416

unbound pavement structures, 419

GPR archaeometry, 479

case histories, 485

Forum Novum, Tiber Valley, Italy,

486

Villa of Emperor Trajanus of Rome,

Italy, 488

depth determination, 484

field methods:

imaging techniques, 482

Glaumbaer Viking Age, Iceland, 505

Jena Choctaw Tribal Cemetery,

Louisiana, 502

Monks Mound, Cahokia,

Illinois, 501

Saitobaru Burial Mound No. 100,

Japan, 495

Saitobaru Burial Mound No. 111,

Japan, 498

Wroxeter Roman Town, England,

494

GPR data analysis with other road survey

data:

and FWD, 413

general, 413

GPS, digital video and photos, 415

other data, 416

profilometer data, 414

GPR data preprocessing, 406

GPR hardware and accessorie:

accessory equipment, 400

air-coupled systems, 398

514 Index



antenna and GPR system testing, 399

antenna configurations, 399

general, 397

ground-coupled systems, 398

GPR in QC/QA, 423

GPS, digital video and photos, 415

Gravel road-wearing course, 423

Grid Area West (GAW), 376f

Ground-coupled data processing, 408

Ground-coupled systems, 398

Ground Penetrating Radar (GPR)

and antennas, 112

data processing and analysis steps, 147f

methodology and contaminant, 256

for monitoring, 256

plateau, 11

source near an interface, 11

wavefronts from localized, 12f

Ground penetrating radar (GPR),

electromagnetic principles of, 4–5

components of, 18f

constitutive equations, 6

data analysis and interpretation, 33

deconvolution, 35

dewow, 34

migration, 36

time gain, 34

topographic correction, 36

electromagnetic fields, wave nature of, 8

reflection, refraction, and transmission

at interfaces, 13

resolution and zone of influence, 14

scattering attenuation, 16

source near an interface, 11

wave properties, 10

material properties, 7

Maxwell’s equations, 6

signal measurement, 17

antennas, 23

antenna directivity, 24

antenna shielding, 27

center frequency, 19

characterizing system response, 20

recording dynamic range, 22

signal acquisition, 20

time ranges and bandwidth, 18

survey methodology:

common-offset reflection survey, 30

multioffset common midpoint/wide-

angle reflection and refraction

velocity sounding design, 31

sampling criteria, 29

surveys, 30

transillumination surveys, 31

Ground Penetrating Radar (GPR), water

resource research:

dynamic hydrological processes,

monitoring, 224

carbon gas emissions from soils, 232

hyporheic corridor, 231

moisture content in vadose zone, 225

rhizosphere, 232

solute transport in fractures, 229

water table detection, 228

flow and transport parameters,

distribution/zonation of, 214

hydrostratigraphic characterization, 209

moisture content estimation, 217

petrophysics, 206

Ground Penetrating Radar (GPR) and

coastal environments:

images, 305

deltas, 312

lithological anomalies, signal response

to, 310

paleochannels, 308

progradation, record of, 306

reservoir characterization, 313

signatures of, 307

limitations in, 304

methodology, 301

seismic-reflection profiles, 301

subsurface data,collection, 301–302

strengths in, 303

Ground Penetrating Radar (GPR) and sand

dunes, 274

aeolian bounding surfaces, 285

interdune surfaces, 286

reactivation surfaces, 285

superposition surfaces, 285

age and migration, 288

ancient aeolian sandstones, 290
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Ground Penetrating Radar (GPR) and sand

dunes (Continued)

imaging sedimentary structures and

stratigraphy, 281

pedogenic alteration and

diagenesis, 291

diffractions, 293

environmental noise, 291

evaporites, 291

multiples, 293

water table, 293

radar facies, 282

radar stratigraphy and bounding surfaces,

283

stratigraphic analysis, 288

survey design, 277

direction, 278

line spacing, 277

orientation, 278

step size, 277

vertical resolution, 278

three-dimensional images, 290

topography, 279

apparent dip, 281

correction, 281

Ground Penetrating Radar (GPR) in data

processin:

developing practice, 145

principles of, 143

processing, imaging and visualisation,

171

and seismic data, 143–145

steps for, 148

advanced imaging and analysis tools,

166

attribute analysis, 167

data/trace editing and rubber-band

interpolation, 148

deconvolution, 158

dewow filtering, 150

elevation or topographic corrections,

159

filtering, 152

gain functions, 161

migration, 164

numerical modelling, 168

time-zero correction, 150

velocity analysis and depth conversion,

158

Ground penetrating radar (GPR) systems:

continuous-wave, 86

frequency modulation, 89

gating, 90

stepped-frequency technique, 86

design criteria for, 80

system performance, 81

high-speed data sampling, 73–74

impulse ground penetrating radar:

equivalent-time sampling, 83

operation theory of, 81

real-time sampling, 83

impulse radar, design parameters, 84

implementation, 85

radio frequency, specifications and

definitions, 77

bandwidth, 78

dynamic range, 77

lateral resolution, 79

unambiguous range, 79

stepped-frequency radar, design

parameters, 92

implementation of, 93

types of, 74

gated, stepped-frequency, frequency-

modulated continuous wave, 76

impulse, 75

stepped frequency, frequency-

modulated continuous

wave, 76

swept frequency-modulated

continuous wave, 75

Ground Penetrating Radar Soil Suitability

Map of Wisconsin (GSSM-WI ), 184

Ground wave measurements, moisture

content estimation, 218

GSSM-WI see Ground Penetrating Radar

Soil Suitability Map of Wisconsin

(GSSM-WI )

Gulkana Glacier see Temperate valley

glacier

Gypsiferous soils, 180–181

Gypsum, evaporites, 291
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Half-power beamwidth (HPBW) of

antennas, 105

Half width, 15

High-amplitude reflections on GPR

images, 311

Home Free South (HF-S), 376f

Horn antennas, 127

HPBW see Half-power beamwidth

(HPBW) of antennas

Hydrocarbon fuels, LNAPL contaminants,

248–249

Hydrostratigraphic characterization, water

resource research, 209

common midpoint (CMP) survey, 212

fractured bedrock characterization, 213f

ground penetrating radar:

for fractured bedrock, 213–214

fractured rock, imaging, 213–214

images, 211

for mapping, 209–210

northern peatland, 211

northern peatland basin, image, 210f

stratigraphy, 211–212

structural boundaries, 211

hydrogeological models, data for, 211

Hyperbolic velocity matching, 159f

Hyporheic corridor, 231

Ice bottom reflections, 376f

Ice shelf, McMurdo sound, 373–375, 375,

376–377

IEE see Institution of Electrical Engineers

(IEE)

IIR filters see Infinite impulse response

(IIR) filters

Imaging techniques, 482

Impulse, 75

antenna role, 75

A-scope presentation, 75

equivalent time sampling (ETS) in, 75

Impulse radar and GPR systems, 84

implementation of, 85

block diagram, 85f

sampler and signal processing, 86

timing source, 86

transmitter, 85

Impulse radar technique, 82f

Induction term, 102

Infinite impulse response (IIR) filters,

155–157

Initial detection, 463

Inorganic contaminant, 253

Archie’s Law, 253

Inorganic distribution and contaminant,

255

Institution of Electrical Engineers

(IEE), 100

Interdune surfaces, sand dunes, 286

Internal defects in forest, 196

International Roughness Index

(IRI), 414

International Transantarctic Scientific

expedition (ITASE), 367–369

Interpretation of structures, 411

I & Q data, 93

IRI see International Roughness Index

(IRI)

Jena Choctaw Tribal Cemetery, Louisiana,

502

Jurassic Navajo Sandstone, interdune

surfaces, 286

and GPR profile, 287f

Kerosene, LNAPL, 248–249, 253, 262

Kirchhoff migration, 164–165

Landmine and unexploded ordnance, 445

detection in GPR, 462

electromagnetic analysis, 446

fusion with sensors, 469

performance of GPR as, 472

system design, 455

Lateral resolution for GPR

systems, 79

Leachate and waste disposal site

characterization, 264

Light Non-Aqueous Phase Liquids

(LNAPL), 255–256, 262–264

biodegradation of, 262–264

Linear reflectors, 188–189

Line spacing, sand dunes, 277
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Lithological anomalies and coastal

environments, 310

individual reflections, significance of,

310–311

LNAPL see Light Non-Aqueous Phase

Liquids (LNAPL)

Loaded antennas, 117

efficiency, 118–119

radiated field pattern, 117f

resistivity, 119

Loss factor and skin depth, 59

Low-reflectivity zones, 233–235

Macrodispersion experiment (MADE) site,

211

MADE site seeMacrodispersion experiment

(MADE) site

Magnetic permeability, 6

Magnetic relaxation frequencies and

permeability, 55

Mapping geology, 247–248

Marker horizons for coastal

erosion, 308

Mars radar exploration programmes, 56

Matanuska Glacier see Temperate valley

glacier

Maxwell’s EM field equations, 43

Maxwell’s equations, 5–6, 8

Maxwell’s modified circuit Law, 43

Maxwell–Wagner polarisation effect, 48

McMurdo sound see Ice shelf

Mesozoic deposits of SW USA, 353

Methane, 232–233

GPR for, dynamics, 233

Microtidal coastlines, 308–309

Migration, 36

Migration, data processing, 164

hyperbola matching, 165–166

methodological principle of, 165f

Mixing models, 63

MOG survey see Multioffset gather (MOG)

survey

Moisture content estimation, 217

Borehole transmission methods, 222

GPR surveying techniques, 218

GPR tomography, 222

NMO velocity estimation, 220–221

procedure for, schematic representation,

220f

zero-offset profiling (ZOP) technique,

222

Monitoring remediation processes,

247–248

Monks Mound, Cahokia, Illinois, 501

Multioffset gather (MOG) survey, 32

Multioffset measurements for GPR

surveys, 31

Multiple-offset reflection methods,

moisture content estimation, 218

GPR reflection:

datasets, 220–221

survey, 232f

pumping test across a sandstone aquifer,

230f

Multiples, sand dunes, 293

reflecting horizon, 293–294

Nanowires, 253

NAPLs see Non-aqueous phase liquids

(NAPLs)

NDT transportation, 396

bridges:

applications, 428

bridge deck surveys, 426

general, 425

data collection:

data collection setups and files, 403

general, 401

positioning, 404

reference sampling, 405

data processing and interpretation:

air-coupled antenna data processing,

407

automated vs. user controlled systems,

411

dielectric values or signal velocities,

410

general, 405

GPR data preprocessing, 406

ground-coupled data processing, 408

interpretation of structures and other

objects, 411
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GPR applications on roads and streets:

bituminous pavement thickness and

moisture, 420

bound structures, 420

concrete pavements, 422

defect in bituminous pavements, 420

general, 416

GPR in QC/QA, 423

gravel road-wearing course, 423

other subgrade applications, 418

soil moisture and frost susceptibility,

417

subgrade quality and presence of

bedrock, 416

subgrade surveys, site investigations,

416

unbound pavement structures, 419

GPR data analysis with other road survey

data:

and FWD, 413

general, 413

GPS, digital video and photos, 415

other data, 416

profilometer data, 414

GPR hardware and accessories:

accessory equipment, 400

air-coupled systems, 398

antenna and GPR system testing, 399

antenna configurations, 399

general, 397

ground-coupled systems, 398

railways:

ballast surveys, 431

data collection from railway structures,

430

general, 429

subgrade surveys, site investigations,

432

Near field, 104

antennas, 104

Negative peaks, 406–407

Niobrara, Nebraska, 336

splay data, 337f

splay model, 339f

NMO see Normal moveout corrections

(NMO)

Non-aqueous phase liquids (NAPLs),

248–249

and contaminant, 249

dissolved phase components of, 250

electrical properties of, 249

quantitative estimates of, 258

soil and rock properties with,

contamination, 250

solubility and toxicity of, 249

Topp relationship, 259

volumetric content, 252–253

Noninvasive geophysical monitoring,

224–225

Normal moveout corrections (NMO),

159–160

Notch filter, 153f

Numerical forward modelling, GPR

analysis tools, 166–167

Numerical modelling for data processing, 168

methods for, 169

Object classification, 467–468

Omni-directional antennas, 100

Operational bandwidth, 455

Optically stimulated luminescence (OSL)

dating, 308

Organic rich soil horizons and

luminescence (OSL) dating, 288–289

Organic soils and peatlands, 190

lower-frequency antennas, 192

soil classification, 191–192

Orientation, sand dunes, 278

Orientational polarisation and permittivity,

49

OSL dating see Organic rich soil horizons

and luminescence (OSL) dating

Overdeepening, 381–382

Paraglacial coasts, 309–310

Patterns for antennas, 108

far-field radiation, 108f

linear plot of, 109f

Peak signal amplitude, 9

Permeability, 55

magnetic relaxation frequencies, 55

typical material attenuation values, 56f
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Permittivity, 45

dipolar or orientational polarisation, 49

bonded water, 51

complex polar materials, 52

free water, 49

dipole moment density, 45–46

electronic and atomic polarisation, 48

free, pure water spectrum, 51f

free charge and interfacial

polarisation, 53

free space, 45

real and imaginary components, 49–50

relaxation phenomena, 48f

static conductivity and relative, 46t

time-dependent displacement

mechanism, 46–47

Petrophysics, 206

critical hydraulic parameters, 206

dielectric mixing models, 208

field, global and local scale, correlation,

209f

geologic heterogeneity, 208–209

Topp equation, 208

Phase centre for antennas, 108

Phase lock loop (PLL) circuitry, 93–94

Pleistocene outwash deposits in Europe,

350

radar faciesmodel of, 352f

scour-fill deposits, 351–352

sedimentary and radar facies, 350–351

trough-shaped cross strata, 352–353

Polar firn see West Antarctica

Polarimetry, 449–450, 461

Polarisation of antennas, 107

circular, 107

Polar liquids, 49

Polar materials, 52

broadening factor, 52–53

Cole–Cole formulation, 53

Pomona soil, spodic and argillic horizons

of, 188f

Positioning, 404

Positive peaks, 406–407

Positive reflection, 406–407

Postcollection processing, biomonitoring,

194

Power density patterns, 114t

PPL circuitry see Phase lock loop (PLL)

circuitry

Practical evaluations of real materials, 60

PRI see Pulse repetition interval (PRI)

Principal plane cuts, 108

Processing, imaging and visualisation, data

processing, 171

Pulse repetition interval (PRI), 79

Pumping test analyses, 228–229

across a sandstone aquifer, 230f

Quasi-stationary term, 102

Quaternary gravelly deposit, 353

Radar facies, 327, 340–342, 349–353

sand dunes, 282

aeolian, 282–283

Radar stratigraphic analysis, 302

Radar stratigraphy and bounding surfaces of

sand dunes, 283

Radial resolution length, 15

Radiation term, 102

Radiocarbon dating, sand dunes, 288–289

Railways:

ballast surveys, 431

data collection from railway structures,

430

general, 429

subgrade surveys, site investigations, 432

Range resolution and GPR

systems, 77–78

and dielectric constant, 79f

Rayleigh distance, 104

Rayleigh scattering, 17

Reactivation surfaces, sand dunes, 285

Real-time kinematic (RTK), 285

Real-time sampling, 83

and equivalent-time, 82f

impulse radar technique with, 84f

sampling bridge, 83f

Recording dynamic range, 22

Reflection, refraction, and transmission at

GPR interfaces, 13

Relative chronology for dune age, 288

Relaxation frequency, 46–47
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Reservoir, coastal environments, 313

hydrocarbon and hydrogeology

applications, 313

Resolution:

and penetration depth of, 180

and zone of influence, 14

components, 14

Reverse time migration, 164–165

Rhizosphere, 232

sap flow measurements, 232

Ricker wavelet, 111f

Ring-down response of GPR, 21–22

Rising water table, sand dunes, 288–289

3D root mapping, biomonitoring, 194–195

Ross Ice Shelf, 363–364, 376

RTK see Real-time kinematic (RTK)

Rubber-band interpolation, 148

Sagavanirktok, northern Alaska, 343

basal erosion, 343–344, 345f

channel-belt deposits, 343–344, 345f

compound braid bars, 343

dune migration, 347–348

gravelly braided river deposits, model,

344–345

open-framework gravels, 344–345

Saitobaru Burial Mound:

No. 111, Japan, 498

No. 100 Japan, 495

Sampling criteria for GPR, 29

Sand conductivity, dependence of, 251f

Sand dunes and GPR, 274

aeolian bounding surfaces, 285

interdune surfaces, 286

reactivation surfaces, 285

superposition surfaces, 285

age and migration, 288

ancient aeolian sandstones, 290

classification, 274–276

clay minerals in, 291

imaging sedimentary structures and

stratigraphy, 281

morphology, 275f

pedogenic alteration and diagenesis, 291

diffractions, 293

environmental noise, 291

evaporites, 291

multiples, 293

water table, 293

pedogenic modification of, 289

radar facies, 282

radar stratigraphy and bounding surfaces,

283

stratigraphic analysis, 288

survey design, 277

direction, 278

line spacing, 277

orientation, 278

step size, 277

vertical resolution, 278

three-dimensional

images, 290

topography, 279

apparent dip, 281

correction, 281

survey, 280

Sandy coasts, evolution of, 307

Sap flow measurements, 232

SAR see Synthetic aperture radar (SAR)

Saturated and unsaturated zone,

contaminant, 256

Scaling, 426

Scattering attenuation, 16–17

SEC gain see Spherical exponential

compensation (SEC) gain

Seismic data, 143–145

digital processing of, 143–145

and GPR, 143–145

Sensor fusion, 470

Shear zones, 376–377

Radarsat image of, 376f

Shielded antennas, 29

Side lobes, 100

Sidelobes and back lobes,

antennas, 106

Side-swipe, 380–381

Signal acquisition, 20

Signal amplitude of GPR, 5f

Signal measurement and GPR, 17

Signal scattering, 234f

Single-offset reflection methods, moisture

content estimation, 218–219
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Soil:

attribute index values, 184

carbon gas emissions from, 232

clay minerals, 181

GPR in organic soils and peatlands, uses

of, 190

grain dissolution process, 253

ground penetrating data and

surveys, 185

moisture and frost susceptibility, 417

moisture dynamics, 227

properties, 180

adsorptive capacity, 181

electrical conductivity, 180

surface conduction, 181

and rock with NAPL contamination, 250

suitability maps for GPR, 181

Soil Survey Geographic (SSURGO)

database, 184

Soil surveys, data, 185

antennas for, 186

GPR usage in, 187

horizons, thickness and depth of,

187–188

radar interpretations for, 187

Solute transport in fractures, 229

South Esk, Scotland, 327

South Saskatchewan, Canada, 340

basal erosion, 340–342, 341f

compound-bar and channel-fill deposits,

340–342

radar profiles, 341f

unit bars, 340

Spatial filter, data processing, 154

Spherical exponential compensation (SEC)

gain, 257

Spodic horizons, 188

Spreading and exponential correction

(SEC) gains, 141–142

SSURGO database see Soil Survey

Geographic (SSURGO) database

Star dunes, 274–276

State Soil Geographic (STATSGO)

database, 182

STATSGO database see State Soil

Geographic (STATSGO) database

Stepped frequency, frequency-modulated

continuous wave, 76

advantages of, 76

Stepped-frequency radar and GPR

systems, 92

implementation of, 93

frequency-synthesized source, 93

sampler and signal processing, 95

transmitter and receiver, 94

quadraphase modulation, 93

technique for, 86

Stepped-frequency technique, 86

direct digital synthesis (DDS)

source, 86

discrete fourier transform (DFT), 86

gating, 90

diagram of, 90f

gate signals, timing sequence of, 90f

time domain pulse response

equivalent, 92

sampled sine wave, 89f

Step size, sand dunes, 277

Nyquist sampling interval, 277–278

spatial aliasing, 277–278

Storeys, 324

Subgrade applications, 418

Subgrade quality and presence of bedrock,

416

Subgrade surveys, site investigations, 416

Subsurface data,collection, 301–302

Superposition surfaces, sand dunes, 285

Surface conduction, soil, 181

Surface Penetrating Radar, 100

Surface reflection methods, moisture

content estimation, 218

Survey design for sand dunes, 277

Survey direction, sand dunes, 278

Swept frequency-modulated continuous

wave, 75

synthesized pulse, 75

Synthesized pulse, 75

Synthetic aperture radar (SAR), 74

Tapered impedance travelling wave

antenna (TWIT), 122

Target separation, 18
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TDR see Time domain reflectometry

(TDR)

TEM horn antennas, 122

Temperate firn, Bagley Ice Field, 384

Temperate hydrology, Black Rapids

Glacier, 385, 386f, 387f

GPR profiles of, 386

Temperate valley glacier:

Gulkana Glacier, 382, 383f

Matanuska Glacier, 380

ablation zone of, 381f

location of, 374f

off-axis reflections, 380–381

profile elevation, 380–381

Temporal filter, data processing, 152

Temporal gains, 161

Tetrachloroethene plume, 231–232

Tetrachloroethylene, 248–249, 252–253,

260

Three-dimensional images, sand dunes, 290

Tidal inlets:

channel-fill sequences, 308–309

Time domain antennas, 115

biconical antennas, 120

bow-tie antennas, 120

dipole, 116

loaded antennas, 117

TEM horn antennas, 122

Time domain reflectometry (TDR), 208

probes, 251, 259, 260–261

Time gain, 34–35

Time ranges and bandwidth for GPR, 18

Time sidelobes and ring-down, 109

Time-zero correction, 150

Topographic correction and GPR, 36

Topography for sand dunes, 279

correction, 281

dip angle and dip direction, 281

effects, 281

methods for measuring, 285

surveys, 280

Topp equation, 208

Topp relationship, 259

Trace attributes, contaminant, 257

Tracer experiment in fractured

rock, 231f

Tracer injection experiment and change in

moisture content, 227f

Transillumination surveys, 31

Transition frequency, 10

Transmission–reflection techniques, 169

Transmit antenna, 457

Transmitter, 85

Transmitter blanking, 18

Transverse vector wave fields, EM waves,

13f

Transverse wave equation, 9

Trenches, 327, 334–335, 343

True dielectrics, 44

TWIT see Tapered impedance travelling

wave antenna (TWIT)

Ultra-wideband (UWB), 74

Unambiguous range, 79

and dielectric constant, 80f

pulse repetition interval (PRI), 79

Unbound pavement structures, 419

Uranium-contaminated aquifer, 231–232

US Department of Energy (DOE), 215–

216

UWB see Ultra-wideband (UWB)

Vadose zone, moisture content, 225

VCO see Voltage-controlled oscillator

(VCO)

Velocity analysis and depth conversion,

data processing, 158

Vertical radar profiling (VRP), 227

Vertical resolution, sand dunes, 278

theoretical values for, 279t

Vibracores, 327, 331, 334–335

channel-bar deposits reflect, 331

Villa of Emperor Trajanus of Rome, Italy,

488

Visualization, contaminant, 257

Vivaldi antenna, 126

consists of, 126

cutoff frequency, 126

radiation patterns of, 127f

see also Antennas

Voltage-controlled oscillator (VCO),

93–94
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Voltage-standing wave ratio (VSWR),

106–107

Volumetric and inclusion-based mixing

models, 64

complex refractive index model

(CRIM), 64

Hanai–Bruggeman and Bruggeman–

Hanai–Sen (BHS) models, 65–66

VPR see Vertical radar profiling (VRP)

VSWR see Voltage-standing wave ratio

(VSWR)

Water resource research and GPR:

dynamic hydrological processes,

monitoring, 224

carbon gas emissions from soils, 232

hyporheic corridor, 231

moisture content in vadose zone, 225

rhizosphere, 232

solute transport in fractures, 229

water table detection, 228

flow and transport parameters,

distribution/zonation of, 214

hydrostratigraphic characterization, 209

moisture content estimation, 217

petrophysics, 206

Water table, sand dunes, 293

and GPR profiles, 293

Water table detection, 228

Wave properties, 10

West Antarctica:

englacial stratigraphy, 371

polar firn, 367

West Antarctic Ice Sheet

(WAIS), 363

Wide-angle reflection and refraction

(WARR) sounding mode, 31

Wind ripple laminae, sand dunes, 276

‘‘WOW,’’ 34

Wroxeter Roman Town, England, 494

Zero level, 408–409

Zero-offset profiling (ZOP), 32

moisture content estimation, 222

Borehole transmission, 234f

ZOP see Zero-offset profiling (ZOP)
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